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Cool-Chic MoE: Fast and Expressive Image Decoding

Learned image compression continues to advance by leveraging deep learning models. Al-
though these models improve performance, they are often computationally expensive. Run-
ning something like a diffusion model is significantly more costly than using traditional
codecs. Cool-Chic [2] addresses this by using compact decoders that bring the computa-
tional cost closer to that of conventional codecs. A small decoder is lightweight enough to be
sent alongside the latent representation, allowing it to overfit to the distribution of a specific
image. It is designed to decode only that image.

While decoding becomes efficient, encoding remains expensive because each image requires
fitting both a latent and a dedicated decoder. Recent work [1] attempts to balance this by
training an encoder-decoder architecture where the decoder is kept as small as the Cool-Chic
decoder. This speeds up encoding significantly, but now the decoder must generalize to the
entire natural image distribution.

If we have a general decoder that can work across diverse images, it would be desirable to
avoid executing the entire decoder for every image. Instead, we could design a model in
which different regions of the image utilize different parts of the decoder. The system would
automatically select which components to run based on the image content.

Rate-Distortion Curves
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Figure 1: Left: Concatenated images A and B. Right: Rate-distortion (RD) curves for
compressing the combined image, compressing only image A or B, and the mean of A and
B’s RD curves.

Figure 1 illustrates this idea. It shows two images that can either be compressed together
using a shared decoder or separately with their own decoders. The average of the individual
rate-distortion curves (A and B) is higher than that of the shared decoder, though using



separate decoders incurs twice the cost in transmitting decoder parameters. By designing a
model that dynamically chooses which parts of a modular decoder to use, we aim to achieve
a good trade-off between compression efficiency and flexibility.

Requirements:

Strong programming skills in languages such as Python, and a keen interest in learned
compression.

Weekly meetings will be scheduled to address questions, discuss progress, and brainstorm
future ideas.

Contact

In a few short sentences, please describe your interest in this project and any relevant coding
experience or background (e.g., projects or coursework).

e Till Aczel: taczel@ethz.ch, ETZ G60.1
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