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n?= 100t?
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Results

Communication Resilience
Synchrony
This paper O(n+tf) t < %
Spiegelman et al. [2] | Q(n +tf) Any
Partial Synchrony
This paper On+t- f) t<n/3
Asynchrony
This paper E(O((n+t?)-logn)) | t <n/3
This paper E(Q(n + t2)) Any
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