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Abstract

We approach the graph generation problem from
a spectral perspective by first generating the dom-
inant parts of the graph Laplacian spectrum and
then building a graph matching these eigenvalues
and eigenvectors. Spectral conditioning allows
for direct modeling of the global and local graph
structure and helps to overcome the expressivity
and mode collapse issues of one-shot graph gener-
ators. Our novel GAN, called SPECTRE, enables
the one-shot generation of much larger graphs
than previously possible with one-shot models.
SPECTRE outperforms state-of-the-art deep au-
toregressive generators in terms of modeling fi-
delity, while also avoiding expensive sequential
generation and dependence on node ordering. A
case in point, in sizable synthetic and real-world
graphs SPECTRE achieves a 4-to-170 fold im-
provement over the best competitor that does not
overfit and is 23-to-30 times faster than autore-
gressive generators.

1. Introduction
The ability to generate new samples from a distribution is
a central problem in machine learning. Most of the work
has focused on data with a regular structure, such as images
and audio (Brock et al., 2018; Oord et al., 2016a). For such
data, Generative Adversarial Networks (GANs) (Goodfel-
low et al., 2014; Arjovsky et al., 2017) have emerged as a
powerful paradigm, managing to balance generation novelty
and fidelity in a manner previously thought impossible.

The present work considers the use of GANs for graph data.
The generation of novel graphs is relevant for numerous
applications in molecule (Jin et al., 2018; De Cao & Kipf,
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Figure 1. Generating the spectrum first allows SPECTRE to control
the global graph structure prior to the local connectivity. SPEC-
TRE is also able to correct for imperfect generated spectra. Top:
Conditioning spectral embedding. Bottom: The generated graph,
plotted using its final spectral embedding.

2018; Liu et al., 2018), protein (Huang et al., 2016), net-
work, and circuit design (Mirhoseini et al., 2021). Yet, de-
spite recent efforts, the problem remains largely unresolved:
current state-of-the-art approaches are constrained to small
graphs and often fail to strike a beneficial trade-off between
capturing the essential properties of the training distribution
and exhibiting high novelty. We argue that the one-shot gen-
erators used in current GAN models face expressivity issues
that hinder them from capturing the global graph properties.
We refer to a model as one-shot if it generates all edges
between nodes at once. In contrast, auto-regressive models
build a graph by progressively adding new nodes and edges.

One-shot generators are typically confronted with the de-
manding task of controlling global graph structure emergent
from a large number of local node interactions. As a thought
experiment, consider the toy problem of generating a tree by
sampling node embeddings and then connecting them using
some similarity kernel (Krawczuk et al., 2020; Serviansky
et al., 2020; Vignac & Frossard, 2021). Even if the extended
neighborhood of each node is locally tree-like, the overall
graph will not be valid unless all nodes are positioned appro-
priately w.r.t. each other. Misplacing even a few nodes can
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completely alter the global properties by introducing cycles
and rendering the graph disconnected. Sadly, the aforemen-
tioned expressivity issue becomes increasingly pronounced
as the size of the graph grows and can manifest in terms of
non-convergent GAN training.

This work puts forth SPECTRE—an equivariant generator
that aims to overcome the expressivity issues of one-shot
approaches. SPECTRE decomposes the graph generation
problem into two parts that are learned jointly: (i) model-
ing the dominant components of the graph spectrum and
(ii) generating a graph conditioned on a set of eigenvalues
and eigenvectors. Modeling the distribution of the top-k
eigenvalues and eigenvectors is a simpler problem than one-
shot graph generation. Crucially, a direct inspection of the
graph spectrum conveys many pertinent global graph prop-
erties (e.g., connectivity, cluster structure, diameter) and
can be utilized to construct embeddings that approximate
the geodesic distance between nodes (Belkin & Niyogi,
2003; Coifman et al., 2005; Mohar, 1997). As shown in
Figure 1, the (normalized) graph Laplacian eigenvectors (as-
sociated with low eigenvalues) capture well the coarse graph
structure, making them ideal to model non-local dependen-
cies. Thus, by generating the spectrum first, SPECTRE
can control the global properties of the generated graphs.
The learned eigenvectors and eigenvalues are then used to
initialize the node embeddings of a second generator (in-
spired by GG-GAN (Krawczuk et al., 2020)) that acts as
a local refinement procedure. Both steps are permutation
equivariant, differentiable, and are optimized jointly in an
end-to-end fashion.

Our experiments with synthetic and real-world graphs pro-
vide evidence that spectral conditioning helps to overcome
the limitations of one-shot generators, managing to faithfully
capture the graph statistics even for graphs with hundreds
of nodes. Interestingly, SPECTRE can outperform state-of-
the-art by a non-negligible margin, striking a compelling
trade-off between the ability to generate graphs not in the
training distribution (novelty) and modeling fidelity. We
also find that conditioning SPECTRE on real spectra can
yield further improvement without sacrificing novelty, espe-
cially when k is large, indicating that additional gains may
be attainable by using a better spectrum generator.

2. Related Work
Graph generation entails building statistical models and
fitting them to distributions of graphs. In this light, the prob-
lem is intimately linked with random graph models (Erdos
et al., 1960; Holland et al., 1983; Eldridge et al., 2016) stud-
ied extensively in discrete mathematics, statistical physics,
and network science. These models represent useful abstrac-
tions but are generally too simplistic to fit the real graph
distributions that we care about. We refer the interested

reader to the surveys (Chakrabarti & Faloutsos, 2006; Gold-
enberg et al., 2010) for a more in-depth exposition.

Deep learning approaches, on the other hand, forego the
simplicity and tractability of most random graph models
to achieve greater data fidelity. Two main types of deep
learning approaches have been proposed:

Autoregressive. Autoregressive models learn to build a
graph by iteratively adding new nodes and predicting their
edges (You et al., 2018b; Liao et al., 2019; Dai et al., 2020).
By breaking the problem into smaller manageable parts,
these methods are generally apt at capturing complex statis-
tics of the data distribution. Unfortunately, training autore-
gressive generators hinges on imposing an order on the
nodes, which renders the generator permutation sensitive
and can lead to low novelty (due to memorizing the train-
ing set and generating different permutations of the same
adjacency matrix). In addition, autoregressive generators
are generally non fully parallelizable and thus take longer
to generate larger graphs.

One-shot. One-shot models aim to learn how to generate
all edges between nodes at once, bringing the promise of
parallelization. Within one-shot methods we can distinguish
those that build on the variational autoencoder (VAE) and
generative adversarial network (GAN) paradigms: Graph
VAEs (Kipf & Welling, 2016; Simonovsky & Komodakis,
2018; Mitton et al., 2021) are generally easy to train and
can work well for small graphs. A key challenge with VAEs
that have a vector-based latent state is that to decouple the
learning process from the permutation chosen when repre-
senting the graph as an adjacency matrix, one needs to solve
a graph matching problem to align the VAE’s input and out-
put. The high computational complexity of graph matching
necessitates the use of rough heuristics when training mod-
els with more than a handful of nodes and can significantly
deteriorate performance.

The GAN framework provides an elegant alternative to
VAEs (Wang et al., 2018; De Cao & Kipf, 2018; Bojchevski
et al., 2018; Yang et al., 2019; Krawczuk et al., 2020). Ad-
versarial training is believed to encourage larger sample
diversity than maximizing likelihood, and moreover, by em-
ploying a permutation invariant discriminator one sidesteps
the need for graph matching. Nevertheless, current equiv-
ariant one-shot GANs may exhibit convergence issues re-
quiring involved fixes (Yang et al., 2019) and, even after
recent improvements on their generator (Krawczuk et al.,
2020; Vignac & Frossard, 2021), they remain less apt at
modeling complex graph statistics of larger graphs. Our
work builds and improves upon this previous work: we find
that GAN generators have difficulty in faithfully capturing
graph statistics—a phenomenon that manifests more promi-
nently as graphs become larger. We introduce the idea of
spectrum conditioning to mitigate this challenge.
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Other generation strategies include learning a score function
based on annealed Langevin dynamics (Niu et al., 2020) and
graph normalizing flows (Liu et al., 2019). We also mention
two special instances of GANs: GraphGAN models the
distribution of a node’s neighborhood conditioned on the
rest of the graph (Wang et al., 2018), whereas NETGAN
assembles a graph from a collection of random walks gen-
erated by a GAN (Bojchevski et al., 2018)—these models
were designed for (and evaluated on) graph representation
learning tasks and not graph generation. VAEs have also
been applied on such tasks (Shi et al., 2020).

We note that the above discussion focuses on generally
applicable methods and does not review specialized methods
such as those specifically tailored to molecules (Jin et al.,
2018; You et al., 2018a; Liu et al., 2018; Bresson & Laurent,
2019; Jin et al., 2020; Garcia Satorras et al., 2021; Mahmood
et al., 2021; Liu et al., 2021).

Finally, there exist optimization-based approaches for build-
ing co-spectral graphs (Baldesi et al., 2018; Shine & Kempe,
2019). These works do not explicitly focus on modeling
graph distributions.

3. Background
In this contribution, we consider unweighted undirected
graphs G = (V, E) where V is a set of n nodes connected
(or not) by a set of edges E . We index each node vi ∈ V with
i = 1, . . . , n and define the adjacency matrixA asAi,j = 1
if vi and vj are connected andAi,j = 0, otherwise.

3.1. Spectral Graph Theory

Spectral graph theory studies the connections between the
spectrum of the graph Laplacian and the general properties
of the graph. The normalized graph Laplacian1 is defined as
L = I−D− 1

2AD−
1
2 ,whereD = diag(d1, · · · , dn) is the

diagonal degree matrix defined as di =
∑n
j=1Ai,j . Being

a symmetric positive semi-definite matrix, the graph Lapla-
cian can always be diagonalized as L = UΛUT , where
the orthogonal matrix U = [u1, · · · ,un] and the diagonal
matrix Λ = diag(λ1, · · · , λn) contain the graph Laplacian
eigenvectors and eigenvalues, respectively. We follow the
convention of sorting eigenvalues in non-decreasing order
as 0 = λ1 ≤ λ2 ≤ · · · ≤ λn ≤ 2.

Our approach is motivated by the well known fact that the
first few eigenvalues λk = (λ1, · · · , λk) and eigenvectors
Uk = [u1, · · · ,uk] of the graph Laplacian describe global
properties of the graph structure such as its connectivity,
clusterability, diameter, and node distance (see Appendix E).

1Though, in the following, by graph Laplacian we refer to the
normalized Laplacian, our ideas can be trivially extended to the
combinatorial and random-walk Laplacian matrices.

We assume the graph to be connected. Therefore the first
eigenvector (associated with λ1 = 0) only contains infor-
mation about the node degree (a local feature) and we start
conditioning graph generation with the second eigenvector.

3.2. Orthogonal Matrices

In the following, we describe some useful facts about the
geometric, algebraic, and group structure of orthogonal ma-
trices as eigenvectors of undirected graphs are such matrices.

The special orthogonal group SO(n). Being orthogonal
matrices (UU> = U>U = I), eigenvectors belong to
the orthogonal matrix group O(n). The latter contains two
connected components: one comprising of all of the ma-
trices with a determinant of −1 and another comprising of
all of the matrices with a determinant of +1 (rotation ma-
trices), also known as the special orthogonal group SO(n).
Graph eigenvectors are phase-independent, meaning that
−U corresponds to the same eigenbasis as U and there
always exists a SO(n) matrix that corresponds to a given
graph’s eigenbasis. We can thus generate all possible graph
eigenspace while being restricted to SO(n), as we do in the
following.

The Lie algebra of SO(n) is formed by skew-symmetric
matrices (ST = −S). The matrix exponentialU = exp(S)
can then be used as a surjective map from skew-symmetric
matrices onto SO(n) (Shepard et al., 2015). A simple count-
ing argument reveals that orthogonal matrices can be defined
using n(n− 1)/2 parameters.

The Stiefel manifold Vk(n). In this work, we mostly fo-
cus on the first k eigenvectors Uk = [u1, · · · ,uk] ∈
Rn×k, which form a Stiefel manifold Vk(n) and abide to:
U>k Uk = Ik, where Ik is the k × k identity matrix. Note
that UkU>k = In iff n = k. One point in the Stiefel mani-
fold can be transformed into any other with a rotation, i.e. ,
using multiplication with orthogonal matricesRL ∈ SO(n),
RR ∈ SO(k):

U ∈ Vk(n)⇒ RLURR ∈ Vk(n). (1)

We use this property to build the layers of the eigenvec-
tor generator (see Sec. 4.2). To generate a random initial
point on the Stiefel manifold, one can create a random
skew-symmetric matrix with nk − k(k + 1)/2 non-zero
parameters, compute its exponential and select the first k
columns.

4. Spectrum and Graph Generation
SPECTRE aims to overcome a key difficulty that one-shot
graph generators face: controlling the global graph structure
by manipulating local interactions. To this end, SPECTRE
generates graphs by first modeling the distribution of the top-
k eigenvalues and eigenvectors λk ∈ �k and Uk ∈ Vk(n),
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Figure 2. Left: General architecture. Generation is performed sequentially with 3 GANs generating the eigenvalues (purple), the
eigenvectors (blue) and finally the graph (green). Each generation step is conditioned on the previous generated variable. The input latent
variable w of each sub-generator is obtained using an MLP. Right: Eigenvector generator. The initial eigenvectors U (0) are selected
from a learned Bank of Stiefel Manifolds. They are then transformed with 3 rotation layers (orange box) that each perform one left and
one right rotation.

where �k is the set of k strictly positive non-decreasing
eigenvalues of the graph Laplacian

�k := {λk ∈ (0, 2]k s.t. λ1 ≤ · · · ≤ λk},

whereas Vk(n) is the Stiefel manifold.

The graph is then generated conditioned on (Uk,λk). As ex-
plained in the background section, the dominant Laplacian
spectra succinctly summarize the global structural proper-
ties of a graph and provide a rough embedding for the nodes.
The latter can be used to bootstrap the graph generator mod-
ule, simplifying its job.

We cover the architecture of SPECTRE (Figure 2, left) by
first presenting the conditional graph generator and then
showing how the top-k eigenvalue and eigenvector genera-
tion works. Each latent variable zλ ∈ R1×k, zU ∈ Rn×k,
zA ∈ Rn×k is obtained by sampling a uniform point zU
from a hypersphere. Then, they are transformed using four-
layer Multi-Layer Perceptrons (MLPwλ , MLPwU , MLPwA )
to obtain wλ ∈ R1×k, wU ∈ Rn×k, wA ∈ Rn×k. Further
implementation details of the architecture can be found in
Appendix A.

4.1. Conditional Graph Generation

The SPECTRE graph generator gL aims to construct graphs
with a given dominant spectra (λk,Uk):

A = gA(λk,Uk,wA).

First, we build L(0) ∈ Rn×n, a rough approximation of the
Laplacian matrix

L(0) = Uk diag(λk)U>k .

Though L(0) does not look like a graph at this stage as it
lacks the local connectivity information, it internally en-
codes the global graph structure. This matrix is passed in

place of an adjacency matrix to a l-layer Provably Powerful
Graph Network (PPGN) (Maron et al., 2019) using λk, Uk
and wA as node features. The PPGN then produces the
final adjacency matrix. We can interpret this as gA taking
the initial approximation of the Laplacian matrix L(0) and
progressively refining it:

L(l) = PPGNl(L(l−1)) for layer l = 1, · · · , L− 1.

The final layer then produces the adjacency matrix directly
to avoid a complicated manual conversion from a Laplacian
to an adjacency:

A = σ(PPGNL(L(L−1))),

where σ is the sigmoid activation function. Since we ac-
tually use high-dimensional representations between the
PPGN layers, in this interpretation, this high-dimensional
representation encodes L(l). PPGN’s expressive power
matches that of a 3-WL test. The network is thus better
suited to modeling and distinguishing graphs than typical
Graph Neural Networks (GNNs) that typically are as dis-
criminative as a 2-WL test (Xu et al., 2019; Morris et al.,
2019). More recent GNNs are either less expressive than
PPGN (Zhang & Li, 2021; Sandfelder et al., 2021; Papp
et al., 2021; Bevilacqua et al., 2021), or are computationally
slower in the non-asymptotic regime (Vignac et al., 2020;
Morris et al., 2020), or hinge on the computation of pre-
defined features (Bouritsas et al., 2020). We stress that the
list of mentioned references provides an incomplete sample
of all known GNN architectures whose expressive power
surpasses the 2-WL test.

We should note that the set Sk(n) ⊂ �k × Vk(n) of valid
graph Laplacian spectra, i.e., those (λk,Uk) that lead to
a valid graph G, can be much smaller than those that are
modeled by SPECTRE. Unfortunately, the problem of deter-
mining whether (λk,Uk) ∈ Sk(n) appears to be computa-
tionally hard when k � n, meaning that we cannot expect
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that the spectrum generator always returns a valid sample.
We thus do not enforce exact conditioning on (λk,Uk) but
instead motivate the graph generator to generate graphs
whose first k eigenvalues and eigenvectors are close to those
sampled during the first stages.

The graph discriminator takes the adjacency matrix and
corresponding spectral features as input:

eA = dA(A,λk,Uk, n).

Due to its conditioning, the discriminator helps to ensure
that the generated graph and eigenvectors are consistent. To
further encourage the discriminator to focus on the relation
between the graph and the eigenvectors, we sometimes pass
true (perturbed) eigenvalues and eigenvectors to the gen-
erator. The discriminator architecture is analogous to the
generator, with an additional global pooling layer before
the output. Note that having spectral features strengthens
the discriminator. Consider, for instance, the task of deter-
mining whether a graph is connected—a task that a good
discriminator needs to solve. Whereas in normal architec-
tures the GNN depth needs to exceed the graph diameter to
determine connectivity, when spectral features are available,
connectivity can be checked locally. To guarantee global
consistency, we then just need to ensure that the spectral
features we condition on are well-posed.

Note that while in this paper we mainly focus on the genera-
tion of graph structure alone, we can also use the PPGN to
directly produce node and edge features for the generated
graph (see Appendix A.1).

4.2. Conditional Eigenvector Generation

The eigenvector generator (Figure 2 right), aims to construct
eigenvectors Uk matching given eigenvalues λk:

Uk = gU (λk,wU ),

It operates by iteratively refining a starting eigenvector ma-
trix. First, a starting Stiefel matrix U (0)

k is selected from a
bank of learned matrices {B0, ...,Bm} with Bi ∈ Vk(n)
for all i = 1, · · · ,m. Using a bank helps to make the
generation easier, as orthogonal matrices which correspond
to valid graph Laplacian eigenvectors form a potentially
small subset of all orthogonal matrices. However, it is pos-
sible to instead use only one fixed learnable rotation matrix
as input, which would cause a slight decrease in genera-
tion quality. The selection is done by generating a query
matrix Q = MLP(λk) of size n× k that is compared to
matrices in the bank using the canonical Stiefel manifold
metric (Edelman et al., 1998):

m(Q,Bi) := tr
(
QT
(
I − 1

2
BiB

>
i

)
Bi

)
,

which we normalize such that the distance fromBi to itself
is equal to one. Here tr(X) computes the trace of the matrix.

The starting matrix U (0)
k is then sampled using Gumbel-

softmax (Jang et al., 2016; Maddison et al., 2017).

The generator proceeds to refine U (0)
k by repeatedly multi-

plying it with left and right orthogonal matrices:

U
(`)
k = R

(`)
L U

(`−1)
k R

(`)
R for layer ` = 1, · · · , L.

As described in (1) this transformation ensures that the ma-
trix stays on the Stiefel manifold, meaning that it is a valid
eigenvector matrix with orthogonal unit-length column vec-
tors. The left refinement matrix is constructed by processing
inputs with a PointNetST layer (Segol & Lipman, 2019) and
projecting the result onto SO(n) by constructing a skew-
symmetric matrix and finally using the matrix exponential:

R
(`)
L = proj

(
outer

(
PointNetST(U

(`−1)
k ,λk, zU )

))
,

where we define outer(X) := XX> and proj(X) :=
exp(tril(X) − tril(X)>), where tril(X) gives the lower
triangular of the matrix. The right rotation matrix is con-
structed similarly by using a second PointNetST layer (no
parameter-sharing) and mean pooling over the set of nodes:

R
(`)
R = proj

(
MLPRR(

1

n

n∑
i=1

PointNetST(U
(`−1)
k ,λk, zU ))

)
.

The eigenvector discriminator takes the eigenvectors and
the corresponding eigenvalues as input:

eUk = dU (Uk,λk, n).

Since spectral node embeddings induce a clustering, for
the discriminator we use an architecture based on Point-
Net (Qi et al., 2017), which achieves good results on point
cloud segmentation and classification. This architecture
comprises of a right rotation, a point-wise transformation
with an MLP, another right rotation, and a PointNetST layer
followed by mean pooling and an MLP. The right rotations
are constructed in the same way as done in the generator.

We use PointNetST layers as they are efficient and can
approximate any equivariant set function (Segol & Lipman,
2019). Model weights are initialized such, that all of the
rotation matrices are initially close to identity.

To avoid any sign ambiguity in the eigenvector represen-
tation we transform both the generated and the true eigen-
vectors such that the maximum absolute value for each
eigenvector is positive.

4.3. Eigenvalue Generation

The final piece of the puzzle entails generating

λk = gλ(wλ).
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Figure 3. A set of sample graphs produced by the models. Each row is conditioned on the same number of nodes.

As eigenvalues are just an increasing sequence, the eigen-
value generator is a simple 4-layer 1D CNN with up-
sampling (Donahue et al., 2018).

Likewise, the discriminator:

eλk = dλ(λk, n),

is a strided 4-layer 1D CNN with a linear final read-out
layer. Both networks employ gated activation units z =
tanh(W1X) · σ(W2X) as used in WaveNet (Oord et al.,
2016a) and PixelCNN (Oord et al., 2016b).

4.4. Training

To train our model we use the WGAN-LP loss (λLP = 5)
(Petzka et al., 2018), ADAM optimizer (β1 = 0.5, β2 =
0.9) (Kingma & Ba, 2015), and learning rate of 1e− 4 for
both the generator and the discriminator.

During training we utilize a form of teacher forcing, where
initially each model is trained separately for 26k training
steps, using true slightly perturbed spectral features from
the training set for conditioning. We then gradually anneal
the mixing temperature τ , which defines how many real
inputs each model receives, over the next 26k steps from 1.0
to 0.8 using a cosine schedule. This teacher forcing serves
to “teach” the model how to construct graphs with given
spectral features and correct small errors. All of our models
are trained for 150k steps in total. The code is publicly
available2.

The selection of k (the number of eigenvalues and eigen-
vectors) is done as follows. First we train only the graph

2https://github.com/KarolisMart/SPECTRE

generator gA conditioned on true spectra using different val-
ues of k ∈ [2, 4, 8, 16, 32] for 26k steps. Then we select the
lowest k which resulted in the generation of good quality
graph samples (low MMD measures).

5. Experimental Evaluation
Our experimental setup largely follows You et al. (2018b)
and Liao et al. (2019) with some important extensions that
are discussed below.

Datasets. We consider five real and synthetic datasets of
varying size and connectivity: Community-small (12-20
nodes) (You et al., 2018b), QM9 (9 nodes) (Ramakrishnan
et al., 2014), Planar graphs (64 nodes), a Stochastic Block
Model (20-40 nodes per community, 2-5 communities), Pro-
teins (100-500 nodes) (Dobson & Doig, 2003). All datasets
are described in Appendix C. We split all datasets into test
(20%) and training (80%) sets. We use 20% of the training
set for validation. We generate the same number of samples
as there are in the test split of each dataset.

MMD measures. Generated graph quality is commonly
evaluated by comparing the distributions of graph statis-
tics between the generated and test graphs (Li et al., 2018;
You et al., 2018b; Liao et al., 2019; Krawczuk et al., 2020).
In particular, we adopt the Maximum Mean Discrepancy
(MMD) measures used by Liao et al. (2019): node degree
(Deg.), clustering coefficient (Clus.), orbit count (Orbit),
eigenvalues of the normalized graph Laplacian (Spec.). We
further introduce an eigenspace-based MMD (Wavelet) that
evaluates the similarity of graph eigenspaces using statistics
from a graph wavelet transform (Hammond et al., 2011).

https://github.com/KarolisMart/SPECTRE
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Planar graphs

Model Deg. ↓ Clus. ↓ Orbit ↓ Spec. ↓ Wavelet ↓ Ratio ↓ Valid ↑ Unique ↑ Novel ↑ Val., Uniq. & Nov. ↑ t (s) ↓
Training set 0.0002 0.0310 0.0005 0.0052 0.0012 1.0 100.0 100.0 — — —

GraphRNN 0.0049 0.2779 1.2543 0.0459 0.1034 527.4 0.0 100.0 100.0 0.0 0.774
GRAN 0.0007 0.0426 0.0009 0.0075 0.0019 1.9 97.5 85.0 2.5 0.0 0.920

MolGAN* 0.0009 0.3164 1.1730 0.1989 0.0729 491.9 0.0 25.0 100.0 0.0 0.002
GG-GAN (RS)* 0.1005 0.2571 1.0313 0.2040 0.3829 586.3 0.0 100.0 100.0 0.0 0.011
GG-GAN* 0.0630 1.1820 1.2280 0.1990 0.1890 601.0 0.0 10.0 100.0 0.0 0.011
SPECTRE (k = 2) 0.0005 0.0785 0.0012 0.0112 0.0059 2.9 25.0 100.0 100.0 25.0 0.026

SPECTRE (k = 2, real spectra) 0.0010 0.0668 0.0010 0.0095 0.0056 3.1 47.5 100.0‡ 100.0‡ 47.5‡ 0.011

Stochastic Block Model

Model Deg. ↓ Clus. ↓ Orbit ↓ Spec. ↓ Wavelet ↓ Ratio ↓ Valid ↑ Unique ↑ Novel ↑ Val., Uniq. & Nov. ↑ t (s) ↓
Training set 0.0008 0.0332 0.0255 0.0063 0.0007 1.0 100.0 100.0 — — —

GraphRNN 0.0055 0.0584 0.0785 0.0065 0.0431 14.9 5.0 100.0 100.0 5.0 5.108
GRAN 0.0113 0.0553 0.0540 0.0054 0.0212 9.8 25.0 100.0 100.0 25.0 1.887

MolGAN* 0.0235 0.1161 0.0712 0.0117 0.0292 15.8 10.0 95.0 100.0 9.5 0.002
GG-GAN (RS)* 0.0338 0.0581 0.1019 0.0613 0.1749 61.5 0.0 100.0 100.0 0.0 0.056
GG-GAN* 0.0035 0.0699 0.0587 0.0094 0.0202 7.8 25.0 100.0 100.0 25.0 0.057
SPECTRE (k = 4) 0.0015 0.0521 0.0412 0.0056 0.0028 2.0 52.5 100.0 100.0 52.5 0.074

SPECTRE (k = 4, real spectra) 0.0079 0.0528 0.0643 0.0074 0.0112 6.2 60.0 100.0‡ 100.0‡ 60.0‡ 0.057

Table 1. Sample quality on synthetic datasets. We also provide SPECTRE results when the graph generator is conditioned on real spectra
(λk,Uk) from the test set. ‡ novelty is compared to the test set graphs, from which (λk,Uk) were taken. Methods marked with * are
similar models implemented with building blocks from our architecture.

Similar features have been used to identify the role of each
node on the graph (Donnat et al., 2018) — see Appendix B
for definition. The distance between the samples is com-
puted using the total variational Gaussian kernel, which is
consistent with the Gaussian earth mover’s distance kernel
while being considerably faster (Liao et al., 2019). To stay
consistent with published results for the Community dataset
for it we use a Gaussian EMD kernel (Liu et al., 2019; Niu
et al., 2020). We also summarize these measures by report-
ing the average ratio (Ratio) between a generator’s and the
training set’s MMD values. As the training set MMD values
are the best we can hope to achieve, this ratio indicates how
far away we are from the optimal statistics.

Validity. While the measures based on graph statistics
measure how similar certain properties are between two
distributions of graphs, they cannot guarantee that the gen-
erated graphs come from the same distribution. To this end,
when the true distribution is known we also report a validity
measure counting the percentage of generated graphs that
belong to the ground-truth class. Specifically, we assert
that planar graphs must be planar and connected and that
SBM graphs are statistically indistinguishable from those
generated by the ground-truth model (see Appendix C).

Novelty and uniqueness. While generating correct and
statistically similar graphs is important, ultimately, a gener-
ator is useless unless the generated graphs are sufficiently
diverse. To ensure that our model generates sufficiently
diverse graphs, we follow Krawczuk et al. (2020) and in-

troduce two measures based on graph isomorphism classes
(Cordella et al., 2001): Uniqueness. We count the fraction
of the generated graphs belonging to a unique isomorphism
class. This way we check if the generator does not collapse
to generating different permutations of the same few graphs.
Novelty. We further determine what fraction of the gener-
ated graphs belong to an isomorphism class unseen in the
training set. This measure further estimates how many novel
graphs the generator is able to produce.

The validity, uniqueness, and novelty measures are sum-
marized by computing the percentage of graphs that are
all valid (if applicable), unique and novel. Together with
the MMD ratio, this constitutes the two most important
evaluation metrics we use.

Baselines. Besides the autoregressive GRAN and
GraphRNN models, we construct GAN baselines inspired
by MolGAN (De Cao & Kipf, 2018) and GG-GAN
(Krawczuk et al., 2020). Neither of these baselines uses
spectral conditioning and serve to prove the value of our
approach. We choose to modify our architecture to create
the baselines instead of faithfully re-implementing them, to
ensure that improvements in score seen by SPECTRE do
not come solely from other improvements we have made
to the architecture, which include using a more powerful
GNN, improved noise pre-processing and a symmetric
architecture which is more stable to train. We create
MolGAN*, by replacing our conditional graph generator
with a three-layer MLP and a set of linear layers that convert
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Proteins

Model Deg. ↓ Clus. ↓ Orbit ↓ Spectral ↓ Wavelet ↓ Ratio ↓ Unique ↑ Novel ↑ Uniq. & Nov. ↑ t (s) ↓
Training set 0.0003 0.0068 0.0032 0.0009 0.0003 1.0 100.0 — — —

GraphRNN 0.0040 0.1475 0.5851 0.0152 0.0530 82.3 100.0 100.0 100.0 36.41
GRAN 0.0479 0.1234 0.3458 0.0125 0.0341 82.7 100.0 100.0 100.0 11.68

MolGAN* 0.0008 0.0644 0.0081 0.0021 0.0012 4.2 97.3 100.0 97.3 0.003
GG-GAN (RS)* 0.4727 0.1772 0.7326 0.4102 0.6278 875.8 100.0 100.0 100.0 0.482
GG-GAN* 0.5192 0.5220 0.7326 0.3996 0.6157 906.5 100.0 100.0 100.0 0.485
SPECTRE (k = 16) 0.0056 0.0843 0.0267 0.0052 0.0118 16.9 100.0 100.0 100.0 0.507

SPECTRE (k = 16, real spectra) 0.0013 0.0469 0.0287 0.0020 0.0022 6.0 100.0 100.0‡ 100.0‡ 0.485

Table 2. Protein graphs with up to 500 nodes. We also provide SPECTRE results when the graph generator is conditioned on real spectra
(λk,Uk) from the test set. ‡ novelty is compared to the test set graphs, from which (λk,Uk) were taken. Methods marked with * are
similar models implemented with building blocks from our architecture.

final embedding to an adjacency matrix, node, and edge
features (if needed). We retain the noise pre-processing
MLP. We also build two models which use our PPGN-based
generator. GG-GAN* uses learned fixed node embeddings
alongside processed noise wA as generator input, while
GG-GAN (RS)* depends only on the random pre-processed
set wA. In all cases, the discriminator architecture remains
unchanged.

To compare how expensive it is to generate graphs with
SPECTRE and with these baselines, we also provide the
time it takes to generate one mini-batch of 10 graphs.

Model selection. GANs tend to oscillate around the op-
tima. To this end, we track the exponential moving average
of model weights with a retention coefficient of 0.995. We
also compute the MMD measures between training and val-
idation sets and select the model with the best average ratio
between its and the training set’s MMD values.

5.1. Results

Synthetic datasets. Table 1 reports our results for distri-
butions consisting of planar and SBM graphs and shows
how SPECTRE, respectively, achieves a 169.6× and 3.9×
improvement over the best non-overfitting baseline. Ex-
amples of generated graphs can be found in Figure 3 and
Appendix F. We see that only SPECTRE is able to produce
novel and valid planar graphs. This example also highlights
the importance of measuring generated graph uniqueness, as
GRAN is able to produce perfectly valid graphs, but those
graphs are memorized from the training set. When looking
at SBM graphs, we observe that SPECTRE achieves much
better MMD scores than alternatives. It is likely that the
diverse number of nodes and communities causes GRAN
to underperform here, while the constant number of nodes
in planar graphs helps it overfit. Notice also how GAN
baselines that do not utilize spectral conditioning do not
produce good results on these larger graphs, whereas they

work much better when the number of nodes is reduced
(see e.g., the Community results in Table 4). The latter
confirms our supposition that using spectral conditioning to
separate global and local scale graph structure generation
helps to overcome the expressivity limits of one-shot GAN
generators.

Proteins. As seen in Table 2, the findings made on syn-
thetic datasets also hold to larger real-world protein graphs.
Here, the expressivity issues are even more pronounced,
with some GAN baselines mostly failing to train. A notable
exception is MolGAN*, which, in part due to our improved
discriminator, is able to produce unique graphs with great
statistical measures. Nevertheless, upon closer inspection,
we observe that the graphs generated by MolGAN* have the
tendency to be minor variations of a small number of graphs.
In fact, on average only 17.6% of edges differ between any
two graphs produced by MolGAN* (Appendix G). Using
teacher forcing and conditioning the generator and the dis-
criminator on true spectral features in SPECTRE helps to
avoid mode-collapse, which is a common issue with GANs,
and helps to guide the model to convergence. Figure 3 and
Appendix F display generated graphs.

Conditioning on real spectra. In Tables 1 and 2, we addi-
tionally provide the results achieved by the same SPECTRE
model, when conditioned on true first k eigenvalues and
eigenvectors taken form test graphs. We observe that when
SPECTRE fails to capture the correct graph distribution
(e.g. high MMDs in Table 2), conditioning on real spectra
significantly improves the generation process. This behavior
suggests that there is still room for improvement in our spec-
trum generation procedure, especially when generating a
large number of eigenvectors and eigenvalues. Furthermore,
it is a sign that the conditional graph generator is able to
leverage accurate spectral features without overfitting. In
contrast, in the case when SPECTRE achieves a very good
fit of the training distribution (Table 1), the percentage of
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Dataset Eigenvalue Wavelet (true) Wavelet (fake)

Planar (k=2) 17.60 45.43 206.15
SBM (k=4) 9.39 7.01 19.46
Proteins (k=16) 36.83 4.94 23.42

Table 3. MMD ratios (vs training set MMD) for generated k eigen-
values (direct MMD) and generated eigenvectors (Wavelet MMD)
conditioned on fake and true test eigenvalues.

Community-small

Model Deg. ↓ Clus. ↓ Orbit ↓ Ratio ↓
Training set 0.02 0.07 0.01 1.0

GraphRNN 0.08 0.12 0.04 3.2
GRAN 0.06 0.11 0.01 1.9

GraphVAE 0.35 0.98 0.54 28.5
DeepGMG 0.22 0.95 0.40 21.5
GNF 0.02 0.20 0.17 6.9
EDP-GNN 0.05 0.14 0.03 2.5

MolGAN* 0.06 0.13 0.01 1.9
GG-GAN (RS)* 0.04 0.53 0.03 4.9
GG-GAN* 0.08 0.22 0.08 5.5
SPECTRE (k = 2) 0.02 0.21 0.01 1.7

Table 4. Community graphs with up to 20 nodes. Methods marked
with * are similar models implemented with building blocks from
our architecture. Other baseline results are taken from (Liu et al.,
2019; Niu et al., 2020)

valid graphs (i.e., graphs that are planar or match the true
SBM parameters) improves when using true spectra while
some MMD measures, most notably the degree MMD, be-
come worse. This signals slight overfitting on the generated
spectra by the graph generator gA and some divergence be-
tween the generated and true spectra. Note that training gA
only on the true spectra would likely improve results.

In Table 3, we test the quality of the k generated eigen-
values and eigenvectors using respectively a direct MMD
for the eigenvalues and the Wavelet MMD (See B) for the
eigenvectors. We evaluate the eigenvector generator both
on the true and on the generated set of eigenvalues. As the
overall MMD ratios are high, it indicates that a) the spectral
generation procedure can be improved, and that b) condi-
tioning even on imperfect spectra can significantly improve
one-shot graph generation.

Smaller datasets. We also compared our method to a
larger number of baselines that are unable to successfully
generate larger graphs on two standard datasets consisting
of small community graphs and molecules. As shown in Ta-
ble 4, SPECTRE achieves the smallest average MMD ratio.
While the MLP generator (MolGAN*) performs well on this
simple graph distribution, we see that spectral conditioning
considerably improves performance as compared to other
equivariant GANs.

QM9

Model Valid ↑ Val. & Uniq. ↑ Val., Uniq. & Nov. ↑
CharacterVAE 10.3 7.0 6.3
GrammarVAE 60.2 5.6 4.5
GraphVAE 55.7 42.0 26.1
GraphVAE NoGM 81.0 20.5 11.9
GraphTransformerVAE 74.6 16.8 15.8
MolGAN 98.1 10.2 9.6

MolGAN* 99.0 0.6 0.6
GG-GAN (RS)* 51.2 24.4 24.4
GG-GAN* (|emb| = 64) 100.0 0.4 0.4
GG-GAN* (|emb| = 2) 6.6 1.8 1.8
SPECTRE (k = 2) 87.3 31.2 29.1

Table 5. QM9 molecules with up to 9 heavy atoms. Methods
marked with * are similar models implemented with building
blocks from our architecture. Other baseline results are taken from
(Mitton et al., 2021; De Cao & Kipf, 2018).4

Table 5 presents our results on the QM9 molecule dataset,
which also involves node and edge feature generation. As
highlighted by De Cao & Kipf (2018), GANs are prone to
mode collapse on this dataset. We found that our strong
PPGN discriminator aggravates this problem, especially for
the GG-GAN* and MolGAN* variants.5 On the other hand,
the GG-GAN (RS)* and SPECTRE methods proved more
robust, which again highlights the power of conditional
spectral generation in preventing mode collapse.

6. Conclusion
We argue that spectral conditioning is a key step in overcom-
ing the challenges of one-shot graph generation: it prevents
mode collapse, thus favoring the generation of novel and
unique graphs, and it aids the generator to control the global
structure leading to higher quality samples. Our experiments
show that SPECTRE outperforms competing methods with
respect to generation time and sample quality, while also
tending to generate more unique, valid, and novel graphs.
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Andreas Loukas would like to thank the Swiss National
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4Note, that we used the evaluation code provided by (Vignac
& Frossard, 2021; De Cao & Kipf, 2018), which accepts samples
with multiple connected components. If we instead only keep the
largest connected component SPECTRE Val., Uniq. & Nov. score
drops to 19.1.

5We attempted to prevent mode collapse for our GG-GAN*
and MolGAN* by increasing dropout rates, increasing the pertur-
bations used for gradient penalty, and, removing the noise pre-
processing MLP. None of these helped, besides reducing the num-
ber of dimensions used by the learned embeddings for GG-GAN*.
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A. Model Implementation Details
In this section, we present additional information describing
in details our general architecture presented in Figure 2 left.

The input noise used by each generator is sampled from
a Gaussian distribution z ∼ N (0, 1), normalized to unit
length and processed by a 4-layer MLP, with input, output,
and hidden sizes of 100. Three different MLPs are used,
each for a different generator. Every linear layer, including
ones in MLPs except the final model output layer use layer
normalization (Ba et al., 2016). We use GELU (Hendrycks
& Gimpel, 2016) activation function throughout our archi-
tecture, except for the eigenvalue generator which uses gated
activation units (Oord et al., 2016b;a). In our model, we
ignore the very first eigenvalue and eigenvector as the first
normalized Laplacian eigenvector only caries degree infor-
mation.

Both PPGN models (Maron et al., 2019) have 8 layers (3
layers for QM9 experiments) with hidden dimension of
64, PointNetST models (Segol & Lipman, 2019) use 3-
layer MLPs with base size of 32 (see Section A.2) and
the CNN models have 4 convolutional layers [5× 32, 9×
16, 17 × 8, 25 × 1] for the generator, with discriminator
having same architecture in reverse. For each dataset, we
select the number of spectral components k to be at least
2, but as small as is sufficient for the conditional graph
generator to achieve good validity, while conditioned only
on true spectral features. Our MolGAN* generator uses
MLP of size [128, 256, 512] following (De Cao & Kipf,
2018). For GG-GAN* we use a learned embedding size of
64.

The models are trained on a machine with two 64 Core
AMD EPYC 7742 CPUs, 500GB RAM, and eight 24GB
GeForce RTX 3090 GPUs. All of the individual runs only
use one GPU at a time, except protein generation with GAN
models. There we use 4 GPUs to achieve an effective batch
size of 4. For SBM experiments we use a batch size of 5,
for community and planar graphs a batch size of 10, and for
QM9 following (De Cao & Kipf, 2018) we use a batch size
of 128.

A.1. Provably Powerful Graph Network (PPGN)

The PPGN layer (Maron et al., 2019) consists of four op-
erations on channel-first input X ∈ Rh×n×n. First, two
versions of the matrix are built using two MLPs applied to
each feature independently, i.e., repeated across the n× n
dimensions.

M1 = MLP1(X) ∈ Rh2×n×n,

M2 = MLP2(X) ∈ Rh2×n×n.

The h2 matrices of size n× n are then multiplied as

M i = M i
1M

i
2.

Eventually, the output is obtained by concatenating6 M
together with the original transformed by a third MLP:

Xt+1 = MLP3(Xt ‖M).

We use 8 layers, an embedding size of 64, and a skip con-
nection from each layer (including inputs after the initial
embedding linear layer) to the final readout. In the read-
out, a linear layer is applied on the concatenation of all of
the layer outputs. For the generator, this is passed through
an MLP to produce the adjacency matrix, while for the
discriminator it is read out by applying an MLP over the
sum of diagonal values and another MLP over the sum of
off-diagonal values (Maron et al., 2019). Instance normal-
ization is used after each PPGN layer. Disregarding the
skip (concatenation) connection and instance normalization,
our PPGN architecture matches the original implementation
with one small, but important improvement. We normalize
M i = M i

1M
i
2 by 1/

√
n, to avoid growth of the gradient

and value variance. We apply a dropout of 0.1 before the
final readout linear layer in PPGN.

Extending PPGN to generate node and edge features as well
is simple. a) To produce the node features, a readout MLP
that uses the concatenation of the diagonal elements from
all of the layer outputs can be added. b) To produce the edge
features, we change the adjacency readout MLP to produce
not just a single channel matrix, but a multi-channel one,
and interpret the new channels as different edge types or
features. These node and edge features can then be fed into
the discriminator.

A.2. PointNetST

A PointNetST layer (Segol & Lipman, 2019) is mean to
process set inputsXn×h and is comprised of three MLPs:
MLPfeat, MLPagg and MLPcat. All MLPs have different
relative sizes, with respect their base hidden dimension
h. MLPfeat is small ([h, h, h]) and is used for input pre-
processing:

Y = MLPfeat(X) ∈ Rn×h.

MLPagg enlarges the embeddings ([h, h ∗ 2, h ∗ 4]) and pre-
pares them for global aggregation:

Ȳ =
1

n

∑
n

MLPagg(X) ∈ R1×4∗h.

MLPcat of size ([h∗4, h∗2, output dimension]) concatenates
individual set element features Y with the (repeated) global
set feature vector Ȳ and produces the final output:

X = MLPcat(Y ‖ Ȳ ) ∈ Rn×output dimension.

6The concatenation operation is written (· ‖ ·)
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Whenever a global output vector is required in our architec-
ture we apply another MLP on the mean-aggregated outputs
of the PointNetST layer as discussed before. In such cases
PointNetST output dimension is set to h ∗ 4 and this final
MLP is of size [h ∗ 2, h,final output dimension]. When this
readout MLP is used we apply a dropout of 0.1 to its inputs.

A.3. Dynamic Number of Nodes

To handle graphs with a varying number of nodes we create
a binary mask using the conditioning number of nodes. We
apply such n×h sized masks before any global set operation,
such as mean (we also correct the mean for the true number
of nodes). We also apply n × n × h sized mask before
any graph convolution or pooling (we again correct mean
pooling for the true number of nodes). This allows us to use
batched dense tensor operations with dynamic graph sizes
in our model.

A.4. Gradient Penalty

To ensure good convergence of our GANs, we use Wasser-
stein loss (Wang et al., 2018) with gradient penalty (Gulra-
jani et al., 2017). In particular, we use the less restrictive
gradient penalty formulation (Petzka et al., 2018):

gp = γ(max {0, ||∇d(x̂)|| − 1})2,

where d is a discriminator and x̂ are inputs on which gradi-
ent penalty is computed. In general, x̂ is created by interpo-
lation between true and fake samples. While interpolation
of eigenvalues is straightforward, it is challenging to inter-
polate between eigenvectors. To interpolate eigenvectors,
we first apply a canonical set ordering, which is achieved by
flipping the eigenvector sign, such that the largest absolute
value is positive, and sort them lexicographically. We then
compute a cheap approximate interpolation, by interpolating
the eigenvector matrices in Euclidean space and then down-
projecting to a Stiefel manifold using a QR decomposition.
Graph interpolation is similarly difficult because, while sets
have a true canonical ordering, graphs do not. To compute
gradient penalty for graphs, we randomly rewire them with
p = 0.1, add Gaussian noise with the variance of 0.05 to
the resulting adjacency and clip it to a range of [0, 1]. We
do this for both, true and fake graphs. On top of this, we
found it helpful to also compute gradient penalty directly
on the (unpermuted) true and fake samples of graphs and
eigenvectors.

As QM9 has node and edge features, we add random per-
turbations to those categorical features. This is achieved
by adding Gaussian noise and with certain probability ran-
domly permuting the indices of the one-hot vector. We use
the same variance and permutation probability as before.

Adding Gaussian noise to otherwise discrete values is im-
portant, as our generator uses either sigmoid or softmax to

produce them and we pass the resulting output from the gen-
erator directly to the discriminator without hard sampling
as we find that improves the stability of the training.

B. Spectral Graph Features (Wavelet)
As graph generation is conditioned on the eigenvectors and
eigenvalues, it is of interest to build a measure of spectral
similarity between two different graphs. Therefore, we need
the features to be a) invariant to node permutation, and b)
descriptive for a specific range of eigenvalues. Our con-
struction takes inspiration from graph spectrograms (Per-
raudin, 2017, Chapter 3.2) and diffusion wavelet embed-
dings (Donnat et al., 2018). Given a collections of P kernels
φp : R+ → R, we define spectral features for each node as:

S[p, i] := ‖[φ(L)]i‖22 =

n∑
`=1

φ(λ`)
2u2

` [i] (2)

We obtain invariance with respect of the node order by
computing the histogram of the node independently of p

S̄[p, q] = hist(S[p, ·])[q] (3)

The Maximum Mean Discrepancy (MMD) can then be
computed using the vectorized version of S̄. We selected
P = 12 ab-spline wavelet functions using the PyGSP (Def-
ferrard et al.) for the kernels φp.

C. Datasets
As existing one-shot generative models only work with
relatively small graphs (Krawczuk et al., 2020; De Cao &
Kipf, 2018), we take two commonly used datasets for their
evaluation:

Community-small Dataset (You et al., 2018b): This syn-
thetic dataset consists of 100 random community graphs,
which have between 12 and 20 nodes.

QM9 (Ramakrishnan et al., 2014): This dataset contains
134k organic molecules with up to 9 heavy atoms: carbon,
oxygen, nitrogen, and fluorine. We follow the evaluation
setup from (Simonovsky & Komodakis, 2018; De Cao &
Kipf, 2018), by using 10k molecules for validation, 10k
molecules for testing, and the remaining ones for training.
Due to the very small size of graphs in this dataset, we
reduce the number of PPGN layers used in the generator and
discriminator to 3. As usually only validity, uniqueness and
novelty are evaluated on this dataset. We use the number
of valid, unique, and novel generated graphs for model
selection instead of the MMD ratio.

To truly test our model’s capability to generate large and
valid graphs, we create two new challenging larger graph
datasets:
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Planar Graph Dataset: The dataset consists of 200 planar
graphs with 64 nodes. The graphs are generated by applying
Delaunay triangulation on a set of points that were placed
uniformly at random.

Stochastic Block Model Dataset: We build 200 Stochastic
Block Model graphs, with [2, 5] communities (sampled at
random) and [20, 40] nodes (sampled at random) in each
of them. The inter-community edge probability is 0.3 and
the intra-community edge probability is 0.05. To determine
whether a generated graph is a valid SBM we employ the
following procedure: We use Bayesian inference (Peixoto,
2019), to estimate communities present in the graph and
then refine the community assignments using a merge-split
Markov chain Monte Carlo scheme (Peixoto, 2020). From
these assignments we recover the inter- and intra- commu-
nity edge probabilities. We then use a Wald test (Fahrmeir
et al., 2007) to determine the probability that the predicted
parameters match the original parameters. We only consider
the graph valid, if the match probability is at least 0.9. On
top of that, we check if the generated graph has between 2
and 5 communities and if each of them has between 20 and
40 nodes. If the graph does not meet these restrictions we
deem it invalid.

We also use a large real-world graph dataset:

Protein Dataset (Dobson & Doig, 2003): This dataset con-
sists of 918 protein graphs, where each protein graph is con-
structed by connecting nodes (amino acids) by an edge if
they are less than 6 Angstroms away. These protein graphs
have between 100 and 500 nodes.

D. Baselines
For the GraphRNN (You et al., 2018b) and GRAN (Liao
et al., 2019) baselines, we use the settings recommended by
their authors. For GraphRNN we use the generation proce-
dure proposed originally, where 1024 graphs are generated,
and then the ones with the most similar node count to test
graphs are selected. To be compatible with this, for GRAN
and our models we directly condition on the test graph node
distribution.

E. Additional Background: Spectrum
In the following, we provide further information about how
the first few eigenvalues and eigenvectors convey and sum-
marize properties relating to the global structure (Figure 4):

Connectivity. The multiplicity of the zero eigenvalue equals
the number of connected components (Chung & Graham,
1997).

Clusterability. The differences between the smallest suc-
cessive eigenvalues of connected graphs reveal how easy it

Planar Stochastic Block Model 2D Grid

Figure 4. Normalized Laplacian eigenvectors which correspond to
the lowest eigenvalues for different graphs. Top: Source graph.
Bottom: The spectral embedding computed using the 2nd and
3rd eigenvectors of the graph normalized Laplacian captures the
coarse graph structure. We do not use the 1st eigenvector as it only
captures the degree distribution. Node color represents the value
of the 2nd eigenvector.

is to partition the graph. The phenomenon is particularly
prominent for the difference of the first two eigenvalues,
often referred to as the spectral gap, which by the Cheeger
inequality (Alon & Milman, 1985; Alon, 1986; Sinclair &
Jerrum, 1989) upper and lower bounds the graph expansion
and conductance. Nevertheless, analogous results also hold
for higher-order eigenvalues (Lee et al., 2014).

Diameter. The first non-zero eigenvalue λ1 can be used to
bound the graph diameter as ∆ ≥ 1/2mλ1, with m = |E|
being the number of edges of G.

Node embeddings. The first eigenvectors provide node em-
beddings that correlate with the geodesic distance. Eigen-
vectors have been used to embed the nodes of a graph (as in
Laplacian Eigenmaps (Belkin & Niyogi, 2003) and in Diffu-
sion Maps (Coifman et al., 2005)) or to perform clustering
(as in graph spectral clustering (Shi & Malik, 2000)).

Link between the graph eigenvectors and the diffusion dis-
tance. One way to link spectral embedding with graph
nodes is to use the graph diffusion distance (Hammond
et al., 2013). Given a decreasing kernel function φ(x) (such
as φ(x) = e−tx for example), one can define a diffusion
distance between two vertices vi and vj as

D(vi, vj) := ‖[φ(L)]i,: − [φ(L)]j,:‖22

=

n∑
`=1

φ (λ`)
2

(u`[i]− u`[j])2 ,

where φ(L) = Uφ(Λ)U>. Therefore, when embedding
graph vertices using the eigenvectors associated with the
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k lowest eigenvalues, one obtains a map where points are
separated with a specific graph diffusion distance.

F. Graph samples
In this section, we showcase uncurated graph samples pro-
duced by the different models. Figure 5, 6, 7 and 8 displays
respectively planar, SBM, protein and community graphs.
In every row, each model is conditioned on the same number
of nodes. For protein graphs (Figure 7) all models fail to
consistently produce connected graphs, thus following pre-
vious work (You et al., 2018b; Liao et al., 2019) we display
only the largest connected component. From these sample
graphs, it is easy to see that spectral conditioning greatly
improves the quality of the generated graphs and is the only
model that truly respects hard constraints imposed on the
training set, such as the maximum number of nodes allowed
in an SBM component or graph planarity. We also provide
uncurated unique molecule samples produced by SPECTRE
in Figure 9. While the given molecules are valid, in the sense
that they can theoretically exist, they can be very unstable.
It is also worth noting that while spectral conditioning pre-
vents total mode collapse in this molecule generation task,
the variety of the generated molecules is still somewhat
low. Meaning, that while they are non-isomorphic they are
mostly comprised of similar substructures.

G. Adjacency matrices of MolGAN* proteins
In Figure 10, we show, that MolGAN* produces nearly
identical adjacency matrices for different generated pro-
tein graphs. Observe, that while the node count differs in
these adjacency matrices, as we cut the matrix based on
the n the model was conditioned on, resulting in overall
non-isomorphic graphs, the edge connections are almost
identical.

Model Mean Edit Distance

Test Dataset 78.8

GraphRNN 83.7
GRAN 48.8
MolGAN* 17.6
GG-GAN (RS)* 75.4
GG-GAN* 90.9
SPECTRE (k = 16) 97.0

Table 6. Mean edit distance as percentage of different edges be-
tween generated protein graphs. Consistent node ordering is as-
sumed.

To show this effect more clearly, we evaluate the percentage
of different edges between any two graphs in the generated
set in Table 6. The edit distance is computed assuming that
the node ordering is consistent between the graphs. Given

that all models, except GG-GAN (RS)*, either directly use
an ordering or some (semi)-fixed initialization this is a rea-
sonable assumption and the resulting value gives us the
upper bound on the true mean edit distance. When compar-
ing two graphs of different size, the larger graph is clipped
to match the size of the smaller one. It is clear to see, that the
mean edit distance between graphs generated by MolGAN*
is very low and much lower than between graphs produced
by any other model.
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True Graphs GraphRNN GRAN MolGAN* GG-GAN (RS)* GG-GAN* SPECTRE

Figure 5. Uncurated set of sample Planar graphs produced by the models. Each row is conditioned on the same number of nodes.

True Graphs GraphRNN GRAN MolGAN* GG-GAN (RS)* GG-GAN* SPECTRE

Figure 6. Uncurated set of sample Stochastic Block Model graphs produced by the models. Each row is conditioned on the same number
of nodes.
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True Graphs GraphRNN GRAN MolGAN* GG-GAN (RS)* GG-GAN* SPECTRE

Figure 7. Uncurated set of sample Protein graphs produced by the models. Each row is conditioned on the same number of nodes.

True Graphs GraphRNN GRAN MolGAN* GG-GAN (RS)* GG-GAN* SPECTRE

Figure 8. Uncurated set of sample Community graphs produced by the models. Each row is conditioned on the same number of nodes.
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Figure 9. Uncurated set of unique sample QM9 molecules produced by SPECTRE.
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Figure 10. Adjacency matrices of 9 random proteins produced by MolGAN*. For each graph we highlight in red the edges that are also
present in the first graph. All graphs are sub-graphs of the larger graph with a few changed edges.


