DISS. ETH NO. 22941

Anonymous Distributed Computing:
Computability, Randomization, and Checkability

A thesis submitted to attain the degree of
DOCTOR OF SCIENCES of ETH ZURICH

(Dr. sc. ETH Zurich)

presented by

JOCHEN SEIDEL

Dipl.-Inform., Karlsruhe Institute of Technology, Germany

born on 18.5.1984

citizen of

Germany

accepted on the recommendation of

Prof. Dr. Roger Wattenhofer, examiner
Prof. Dr. Yuval Emek, co-examiner
Prof. Dr. Jukka Suomela, co-examiner

2015






Abstract

This dissertation studies various aspects of computing in anonymous net-
works, where nodes are not equipped with unique identifiers. Nodes in the
network exchange messages and each node computes some local output;
the global output of the network is the combination of all local outputs.
We focus mainly on randomized algorithms, beginning with the question
“What can be computed in an anonymous network?”.

Two classes of problems solvable in anonymous networks are defined,
depending on whether nodes are allowed to revoke their outputs or not.
We introduce and study the concept of a distributed oracle, which in yields
a hierarchy of hard and complete problems for the classes. Several classic
and/or characteristic problems in distributed computing are classified in
terms of computability and hardness.

Access to random bits arguably has a huge impact on the computabil-
ity in anonymous networks. In an effort to exactly characterize this im-
pact, we prove that every problem that can be solved (and verified) by
a randomized anonymous algorithm can also be solved by a deterministic
anonymous algorithm provided that the latter is equipped with a 2-hop
coloring of the input graph.

It is natural to ask how many random bits are required to solve any
such problem. We find that the answer depends on the desired runtime
of the algorithm. More precisely, we devise a randomized 2-hop coloring
scheme that allows to trade an increase in runtime for a decrease in the
random bit complexity. A lower bound we show yields that the trade-
off achieved by our scheme is asymptotically optimal for any reasonable
runtime, i.e., reducing the runtime must lead to an increase in the random
bit complexity.

Lastly, we study local checkability of network properties like s-¢ reach-
ability, or whether the network is acyclic or contains a cycle. A prover
assigns a label to each node so that a verifier can check in constant time
whether the property holds or not. We obtain asymptotically tight bounds
for the label size of the latter two problems. For s-t reachability, we obtain
a new asymptotically tight label size lower bound in one of our models,



and devise an emulation technique that allows us to transfer a previously
known upper bound without asymptotic loss in the bit complexity in an-
other model.



Zusammenfassung

Diese Dissertation betrachtet verschiedene Aspekte des Rechnens in anony-
men Netzwerken, in denen die (Rechen-)Knoten nicht mit einem ein-
deutigen Namen ausgestattet sind. Die Knoten im Netzwerk tauschen
Nachrichten untereinander aus und berechnen jeder eine lokale Ausgabe;
die globale Ausgabe ergibt sich aus der Gesamtheit der lokalen Ausgaben.
Wir betrachten hauptséchlich randomisierte Algorithmen, und stellen zu-
erst die Frage ,,Was kann in einem anonymen Netzwerk berechnet werden?“

Zwei Klassen von Problemen, die in anonymen Netzwerken losbar sind,
werden in Abhéngigkeit davon, ob die Knoten ihre Ausgabe zuriicknehmen
kénnen oder nicht, definiert. Das Konzept eines verteilten Orakels wird
eingefiihrt und untersucht, und es ergibt sich eine Hierarchie mit schwieri-
gen und vollstdndigen Problemen fiir die Klassen. Eingie klassische und/
oder charakteristische Probleme aus dem Umfeld des verteilten Rechnens
werden in Bezug auf Berechenbarkeit und Schwierigkeit klassifiziert.

Der Zugriff auf Zufallsbits hat bekanntermassen einen grossen Einfluss
auf die Berechenbarkeit in anonymen Netzwerken. In dem Bemiihen, diesen
Einfluss genau zu charakterisieren, zeigen wir, dass jedes Problem, welches
von einem randomisierten anonymen Algorithmus gelost (und verifiziert)
werden kann, auch von einem deterministischen anonymen Algorithmus
gelost werden kann, falls dieser eine Abstand-2-Fdarbung des Eingabe-
graphen zur Verfiigung hat.

Es drangt sich die Frage auf, wie viele Zufallsbits zum Losen solcher
Probleme benotigt werden. Wir finden heraus, dass die Antwort darauf
von der gewiinschten Laufzeit des Algorithmus abhingt. Genauer gesagt
entwickeln wir ein randomisiertes Schema fiir Abstand-2-Farbungen, wel-
ches erlaubt, eine hohere Laufzeit gegen eine geringere Anzahl bendo-
tigter Zufallsbits einzutauschen. Wir zeigen eine untere Schranke, die
belegt, dass der Trade-off unseres Schemas asymptotisch optimal ist, d.h.
eine Reduktion der Laufzeit fithrt zwangsweise zu einer hoheren Anzahl
bendtigter Zufallsbits.

Schliesslich untersuchen wir die lokale Uberpriifbarkeit von Netzwerk-
eigenschaften wie s-t-Erreichbarkeit, Kreisfreiheit, oder ob das Netzwerk



einen Kreis enthilt. Dabei weist ein Prover (Beweiser) den Knoten Label
zu, sodass ein Verifier (Priifer) in konstanter Zeit priifen kann, ob die
FEigenschaft erfiillt ist, oder nicht. Wir erhalten hierbei asymptotisch schar-
fe Schranken fiir die Grosse der Labels fur die letzten beiden Problem-
stellungen. Fir s-t-Erreichbarkeit erhalten wir eine neue, asymptotisch
scharfe untere Schranke in einem der betrachteten Modelle, und fir ein
anderes Modell entwickeln wir eine Emulationstechnik, die es uns erlaubt,
eine zuvor bekannte obere Schranke ohne Einbussen in der asymptotischen
Labelgrosse in unser Modell zu iibertragen.
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Introduction

The umbrella term distributed computing encompasses the study of com-
puting in networks. In this setting, the computation is performed by a
network of processors, as opposed to a centralized Turing Machine. One
way to study these kinds of computations is by modeling them in the
form of message passing algorithms, where the processors are represented
as nodes in a graph and the task is to produce an output at every node.
Notions studied extensively for the centralized setting, e.g., computabil-
ity or the effect of randomization, need to be re-evaluated in this model.
Moreover, the decentralized setting raises new questions. For instance,
the necessity to communicate motivates the question how many and how
large messages need to be exchanged, or how many random bits nodes
need to generate when executing a randomized algorithm.

Computability in networks (a.k.a. distributed computability) is Turing
machine-equivalent if the nodes are equipped with unique IDs. This fact
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remains intact even when the attention is restricted to deterministic dis-
tributed algorithms. However, as Angluin noticed in her seminal work [7],
distributed computability becomes fascinating in anonymous networks,
where nodes do not have unique IDs. On the one hand, the distributed
problems that can be solved deterministically in anonymous networks are
of a rather limited nature [84]. On the other hand, the question of dis-
tributed computability is more intricate when the nodes in an anonymous
network gain access to random bits. For example, the extensively studied
mazimal independent set (MIS) problem [5,78] is solvable in an anony-
mous network only if random bits are available. One contribution of this
thesis is to study the role and cost randomization has for anonymous
distributed computing.

Apart from its theoretical interest, the study of anonymous networks
is motivated by various real-world scenarios. For example, the nodes may
be indistinguishable due to their fabrication in a large-scale industrial
process [9], in which equipping every node with a unique identifier (serial
number) is not economically feasible. In other cases nodes may not wish
to reveal their unique identity out of privacy and security concerns [62].

1.1 Overview

In Chapter 2 we study the distributed computability of anonymous mes-
sage passing algorithms (referred to hereafter as anonymous algorithms).
More precisely, we compare computability of algorithms that may change
their output possibly multiple times during execution (rewrite algorithms)
to conventional algorithms in which nodes decide on their output once
and for all (write-once algorithms). As it turns out the effect output re-
vocability has on the distributed computability of anonymous networks
is remarkable: The two respective classes of solvable problems induced
by rewrite and write-once algorithms, correspondingly, and the class of
centrally solvable network problems form a strict linear hierarchy. For
21 classic and/or characteristic problems in distributed computing, we
determine the exact class to which they belong.

Moreover, the hierarchy we find exhibits hard and complete problems.
We introduce the concept of hardness through the notion of accessing an
oracle in a distributed setting. Each of our 21 problems is then classi-
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fied according to its hardness or completeness for the three classes (Sec-
tion 2.5.2), thus obtaining a deeper understanding of the intrinsic prop-
erties of these problems. Notably, the three classes turn out to capture
exactly the three pillars of distributed computing, namely, local symmetry
breaking, coordination, and leader election, respectively.

In Chapter 3 we investigate more closely the role that (Las-Vegas type)
randomness plays in the computational power of anonymous algorithms,
regardless of round and message complexity considerations. Based on the
observations in Chapter 2, we take care to rule out distributed problems
in which unique IDs are (perhaps implicitly) encoded in the input, as
those mock cases obviously do not faithfully represent the properties of
distributed computability in anonymous networks. To that end, we re-
strict our focus to the class GRAN (standing for Genuinely solvable by
Randomized algorithms in Anonymous Networks, see Chapter 3). What
exactly characterizes the computational power of a randomized anony-
mous algorithm as opposed to a deterministic one? Surprisingly, random-
ization is only required to establish a 2-hop coloring of the network: Once
a 2-hop coloring is known, every problem in GRAN can be solved by a
deterministic anonymous algorithm.

But what is the amount of random bits, i.e., the random bit complez-
ity, required to solve any such task? We strive to answer this question in
Chapter 4, where alongside the random bit complexity, as a second effi-
ciency measure, we consider the runtime required to solve such tasks. As
it turns out, there is an efficiency trade-off between the runtime and the
random bit complexity required to solve any task. We establish asymp-
totically tight lower and upper bounds on the achievable trade-off.

Lastly, in Chapter 5 we investigate the complexity of nondeterministic
distributed algorithms. Nondeterministic distributed algorithms can be
expressed as a deterministic algorithm with access to a proof labeling [60],
where the proof labeling corresponds to an oracle in the sequential setting.
The complexity of such nondeterministic algorithms is measured in terms
of the maximum proof label size used by the deterministic representation.

In particular, we consider the proof label size in directed networks
(whereas the network is thought to be undirected in the previous chap-
ters). There are two ways to view communication in directed graphs:
Nodes can communicate only in the direction of the edge (directed one-
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way communication), or the edge direction imposes no restrictions for
communication but only for the network property itself (directed two-way
communication). We investigate both cases, as well as the undirected
case, where nodes communicate with all their neighbors.

1.2 Preliminaries

Labeled Graphs. We denote the node- and edge-set of a graph G by
V and E, respectively. For a node v € V', we denote the set containing all
neighbors of v by I'(v). We only consider finite connected simple! graphs
G, with the exception of Chapter 5 where directed edges are allowed. A
labeling function for V' is a function £ : V' — L that assigns a label to
every node in V. For the sake of simplicity, unless stated otherwise, we
assume hereafter that all labels are finite bitstrings. Tuples G = (V, E, {),
where (V, E) is a graph and ¢ is a labeling function for V, are called
labeled graphs. We often label vertices by more than one labeling function
L1, ..., 0; in that case, we treat G = (V, E, {1, ..., £;) as being labeled by
a single labeling function ¢ that assigns £(v) = (¢1(v),...,fx(v)) to each
node v € V. When G = (V, E) is an unlabeled graph and ¢ is a labeling
function for V', we also write (G, £) as a short-hand for the labeled graph
(V. E, ).

Distributed Problems. A distributed problem IT is specified by a set
of input instances and for every input instance I of II, a set II(I) of valid
outputs for I. The input instances of II are labeled graphs I = (V| E, )
and the labeling function ¢, called the input labeling of I, assigns an input
label to every node in V. For the input instance I = (V, E, 1), the set of
valid outputs II(I) for I consists of labeling functions o for V' called valid
output labelings for I. At the risk of abusing the notation, we use II to
denote the set of input instances as well as the problem itself. For the
sake of simplicity we assume that in every input instance I = (V, E, i), the
input label i(v) of every node v includes v’s degree. A typical example for
a distributed problem is graph coloring, where the input is an arbitrary

LA graph is simple if it is undirected and does not contain any loops or parallel
edges.
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graph and the output must obey the rule o(u) # o(v) if (u,v) is an edge
in the input instance.

2-Hop Colorings. For a graph G = (V, E), the labeling /£ is said to be a
k-hop coloring if £(u) # £(v) for every u,v € V, u # v, that are at most k
hops away, i.e., G admits a path between v and v that consists of at most
k edges. A labeling function that plays a central role in this thesis is the
2-hop coloring, i.e., a coloring that assigns a different label to each node
in {u} UT'(u) for every u € V. We say that a labeled graph G = (V, E, {)
is 2-hop colored if ¢ is a 2-hop coloring. Note that in the context of this
thesis, we do not pay attention to the number of distinct colors used by
the nodes under /.

Randomized Anonymous Algorithms. Our definition of how dis-
tributed algorithms work follows the convention of [79] for synchronized
network systems (message passing) with simultaneous starting times. In a
labeled graph I = (V, E, i), all nodes v execute the same message passing
algorithm A with input ¢(v). The input to a node v is fully specified by
i(v) — in particular, nodes are not equipped with a (unique) identifier
nor do they possess an apriori knowledge of any global network parameter
(unless specified as part of i(-)). The execution of A on I is performed in
synchronous rounds. In every round, each node v sends/receives messages
of unbounded, yet finite, size to and from each individual neighbor, where
v distinguishes between the ports corresponding to its incident edges. We
consider randomized algorithms, where in every round, node v has access
to one random bit. (Note that this is equivalent to accessing finitely many
random bits per round as multiple rounds can be grouped together.)

Algorithm A is said to solve the distributed problem II if the following
two requirements hold for every I € II: (1) if A is executed on I, then
A produces an irrevocable local output A(v) for every node v within
finite time with probability 1; and (2) each output labeling o obtained
with positive probability by setting o(v) = A(v) for every v € V satisfies
o € II(I) (i.e., we only consider Las-Vegas algorithms). This notion of
solving (with irrevocable local outputs) is commonly used in the literature,
and we will use it throughout this thesis. In Chapter 2 we will also study
the notion of solving problems with revocable outputs.
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In essence, an algorithm is a computable function? taking as input
at node v the node’s current state (initially v’s input i(v)), the messages
received by v (if any), and a bit chosen uniformly at random (independent
of other nodes’ random bits); the function returns a new state for v, the
messages v sends in the next round, and possibly an output value for v.
Algorithm A is called deterministic if it does not access any random bits.
Note that in Chapters 2 and 3 the round and message complexities of A
are not taken into consideration (as long as they are finite).

2With the exception of Section 3.3, where we consider a different kind of “algo-
rithm”.



The Impact of Output Revocability
on Computability

What can be computed in an anonymous network, where nodes are not
equipped with unique identifiers? The computability of deterministic al-
gorithms merely depends on the topology of the network, and it is well
known that problems like maximal independent set can be solved in an
anonymous network only if the nodes are allowed to toss coins. In this
chapter we therefore study the distributed computability of randomized
algorithms running in anonymous networks. Notice that in this com-
putability context, we do not impose any limitations on the complexity
resources (time, message/memory size, ...), however, like in classic se-
quential computability theory, we do require a correct result after a finite
amount of time.

It turns out that the answer to the computability question depends
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on the commitment of the nodes to their first computed output value.
In the following, we define two classes of problems solvable in anonymous
networks, where in the first class nodes are allowed to revoke their outputs
and in the second class they are not. These two classes are then related
to the class of all centrally solvable network problems, observing that the
three classes form a strict linear hierarchy, and for several classic and/or
characteristic problems in distributed computing, we determine the exact
class to which they belong.

Does this hierarchy exhibit complete problems? We answer this ques-
tion in the affirmative by introducing the concept of a distributed oracle,
thus establishing a more fine grained classification for distributed com-
putability which we apply to the classic/characteristic problems. Among
our findings is the observation that the three classes are characterized
by the three pillars of distributed computing, namely, local symmetry
breaking, coordination, and leader election.

2.1 Output Revocability

For this chapter, we consider every node v as being equipped with one in-
put register holding some problem-dependent input value and one output
register. The output register initially contains a special symbol ¢ indicat-
ing v is not ready to return an output. Any value x # ¢ contained in v’s
output register is interpreted as v being ready to return its output and
we say that v has output z. A global configuration in which all nodes
are ready is called a ready configuration. When algorithm A is in a ready
configuration, we define A’s output o4 : V(G) — O by setting 0.4(v) to be
the content of node v’s output register. We consider two different notions
of output revocability.

Definition (Output Revocability). An algorithm is referred to as a write-
once algorithm if every node is restricted to write to its output register at
most once. If this restriction is lifted, then we call it a rewrite algorithm.

In other words, in a rewrite algorithm a node may revoke its out-
put, e.g., by writing ¢ to its output register. While every execution of
a write-once algorithm reaches at most one ready configuration, during
the execution of a rewrite algorithm many ready configurations can occur.
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Note that the converse does not hold: an algorithm that is guaranteed to
reach at most one ready configuration is not necessarily a write-once algo-
rithm. In the existing literature, and outside of this chapter, algorithms
are typically considered to be write-once algorithms. In light of the out-
put revocability notion, for this chapter, we need to revisit the definition
of correctness of an algorithm.

Definition (Correctness). Fix some problem II and an algorithm 4. A
ready configuration of A when invoked on an input instance (G,i) € II
is said to be walid if the output o4 of A in this configuration is a valid
output for (G, 7). Algorithm A is said to solve II if it satisfies the following
two conditions for every input instance (G, %) € II:

1. A ready configuration is reached within finite time with probability 1.
2. Every ready configuration that can occur with a positive probability

is valid.

The aforementioned definition of correctness requires that all occurring
ready configurations will be correct (i.e., correspond to a valid output).
In Section 2.3 we show that our definition of correctness is robust to
certain changes. Notice that in the scope of this chapter, we do not
require that an algorithm terminates in order to be correct. However,
the algorithms designed throughout the chapter do terminate, and the
general transformation techniques we present (i.e., compilers/simulations)
can be designed to ensure termination if the algorithms to which the
transformation is applied terminate.

The choice of output revocability has a significant impact on the
problems that an algorithm can solve. In the following the terms WO-
algorithms and RW-algorithms will thus be used to denominate write-once
and rewrite algorithms running in an anonymous network, respectively;
RW and WO refer to the classes of distributed problems solvable by these
two types of algorithms. Lastly, we denote by CF the class of distributed
problems that are solvable in a centralized setting (by a Turing machine),
bearing in mind that this class essentially includes every computable func-
tion on graphs. The distinction of these classes is justified by the following
observation.

Observation 2.1. The classes of distributed problems satisfy WO C
RW C CF (in the strict sense).
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Proof. RW C CF: A Turing machine can simulate an algorithm running
in an anonymous network. On the other hand, the techniques from
[7] can be used to show that leader election is not in RW, but it is
clearly possible in the centralized setting.

WO C RW: It is clear from the definition that every WO-algorithm is
also a RW-algorithm. In Section 2.5.1, we will show that for example
CONSENSUS is in RW, but not in WO.

O

What can be computed in anonymous networks? As it turns out the
effect output revocability has on the distributed computability of anony-
mous networks is remarkable. A total of 21 problems, including some of
the most fundamental problems in distributed computing, are classified
according to the exact class to which they belong (Section 2.5).

Does the hierarchy we present exhibit complete problems? To answer
this question we introduce the notion of accessing an oracle in a dis-
tributed setting and show that this notion is sound (Section 2.4). As the
first stepping stone in this effort we show that the classes WO and RW
are robust against two modifications to the aforementioned correctness
condition (Section 2.3). Each of our 21 problems is then classified accord-
ing to its hardness or completeness for the three classes (Section 2.5.2),
thus obtaining a deeper understanding of the intrinsic properties of these
problems. Surprisingly, the WO, RW, and CF classes turn out to capture
exactly the three pillars of distributed computing, namely, local symmetry
breaking, coordination, and leader election, respectively.

2.2 Related Work

The history of distributed computability starts with the work of An-
gluin [7] proving that randomization does not help to elect a leader in
anonymous networks. Later, it was shown that electing a leader in an
anonymous ring network is possible if the size n of the ring is known [66],
in fact, a (2 — e)-approximation of n is enough [1], not only in the special
case of a ring but in general networks [88]. It turns out that all these
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results (and many similar ones) come almost for free once our graph-
theoretic characterization for the class RW is established. The connec-
tion between computation in anonymous networks and products of graphs
(graph coverings) which was first observed in Angluin’s seminal work plays
an important role in this characterization.

There is a line of work that concentrates on deterministic distributed
algorithms for problems in CF, in particular if some parameters of the
topology of the graph (for instance, its size) are known, e.g. [33,95]. De-
terministic algorithms are interesting to investigate even if the graph is
restricted to a ring [37,48], and also assignments of not necessarily unique
identifiers were studied in this context [80].

Another line of research studies computability in anonymous (directed)
networks in connection with termination. Not unlike us it is argued that
termination in distributed systems is an issue that is not directly evident,
since one may be interested in systems where nodes terminate indepen-
dently of others. Different forms of termination and prior knowledge are
studied in this line of work, where the strongest anonymous model consid-
ered is equivalent to deterministic write-once algorithms with knowledge
of an upper bound to the network size [34]. When no prior knowledge is
assumed the class of solvable problems can be fully characterized using
local views" (quasi-coverings) and recursive functions [38].  Extending
their approach, in the context of the current chapter an individual node
executing a RW-algorithm can never be entirely sure about termination.
We show that the class RW lies between the two classes WO (local termi-
nation) and CF (global termination).

Output revocability should not be confused with the concept of even-
tual correctness, where the network eventually converges to a correct out-
put. For example, self-stabilizing algorithms [41] allow the system to re-
turn an incorrect output for a finite amount of time, thus allowing a
fault-tolerant algorithm to recover from errors. With randomization, self-
stabilizing leader election is possible on general graphs [42], hence with
randomization every CF-problem is eventually solvable in an anonymous
network. In our terminology eventual correctness could be viewed as re-
quiring that some ready configuration, not necessarily the first one, is

1See Section 2.5.1 for a definition.
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stable? and valid. We require though that an output is returned after
finite time and that every output returned by the network is correct, but
we do allow the network to revoke partial outputs. The problems solvable
by self-stabilizing algorithms in directed graphs can be characterized by
fibrations [36], the directed analog to factors' of graphs.

The self-stabilization concept is also used in the scope of population
protocols, introduced by Angluin et al. [9]. Population protocols are an
example for asynchronous distributed automata with restricted compu-
tational power. In this model, nodes cannot do arbitrary computations,
as they are modeled by finite state machines, see [16] for an overview.
Regarding computability in a clique network, [9-11] conclude the pred-
icates solvable to be exactly those expressible in first-order Presburger
arithmetic. On graphs with bounded degree a Turing machine with lin-
early bounded space can be simulated [8]. It was also studied how the
correctness condition for population protocols affects solvability of the
CONSENSUS problem [12].

Apart from these results, not much is known about distributed com-
putability, as a large fraction of research deals with complexity rather
than computability. However, there are surprising connections between
complexity and computability, which go beyond us borrowing the terms
hardness and completeness. Regarding network algorithms, in the last
thirty years, a lot of research went into the question how fast a particu-
lar problem can be computed by the network. Literally hundreds of new
upper and lower bounds have been found. The fastest algorithms deliver
a result within constant time, independent of the size of the network,
see [94] for a recent survey. It is intriguing that our research which is
about computability has most connections to this “fastest” class of dis-
tributed algorithms.

Naor and Stockmeyer [84] introduced the notion of locally checkable
labelings (essentially an apply-once oracle, i.e., an oracle that can be in-
voked only once at the beginning of an algorithm; see Section 2.4) in
identified networks and ask the question how a constant-time determinis-
tic algorithm can decide whether the labeling represents a correct solution
to a given problem. Follow-up work looked at the bit complexity required

2A configuration is said to be stable if the nodes no longer revoke their outputs,
see Section 2.3.
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to solve decision problems [68] and a problem hierarchy depending on the
size of checkable labelings was suggested [60], also for anonymous net-
works. Our work also yields a characterization of decision problems in
RW. How apply-once oracles can be used to make broadcast and wake-up
schemes more efficient was studied in [52]. However, we do not restrict the
run-time to be constant and allow randomization for symmetry breaking.
Pruning algorithms [70] that build a solution gradually in a write-once
fashion were inspired by the same line of research, in an effort to remove
the necessity of global knowledge about the graph. While our algorithms
are required to give a correct output in every execution, [53,54] study the
notion of (p, g)-decidable decision problems (an anonymous randomized
algorithm is allowed to return a wrong output with constant probability)
and find a strict hierarchy among the classes of solvable problems depend-
ing on the success probabilities. If a randomized algorithm is allowed to
fail (Monte-Carlo algorithm), then a leader can be elected [82] with high
probability (w.h.p, i.e., with probability 1—n~° for any ¢). Hence any CF-
problem can be solved in an anonymous network with high probability,
whereas we require a correct output with probability 1.

Non-deterministic algorithms running in an anonymous setting can
fully determine the structure of the radius ¢-ball around itself in [51], and
thus solve exactly the decision problems that are closed under so-called
t-homomorphisms, that is, homomorphisms that preserve the structure
t hops around every node, regardless of access to unique identifiers. In
our model only the local view can be retrieved. It may thus be surpris-
ing that RW-algorithms can solve exactly the problems that such non-
deterministic constant-time algorithms can solve in a single round.

Lastly, it is worth mentioning that in the context of shared memory
systems a notion of distributed oracles in an asynchronous environment
is studied. Usually such an oracle is applied once to implement a proto-
col (algorithm), and the tasks (e.g., consensus) also form hierarchies by
their ability to implement each other [55,63,77]. Unlike in our model,
computability in shared memory systems is hindered by asynchronous ex-
ecution rather than the network structure and has surprising connections
to topology [64]. Nonetheless variants of the consensus tasks turn out to
be complete for the class RW.
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2.3 Notions of Correctness

Our definition of a correct algorithm requires every ready configuration
that occurs throughout an execution to be valid. For WO-algorithms this
requirement is superfluous since its execution will reach at most one ready
configuration. However, RW-algorithms may invalidate or change a ready
configuration after it occurred. One may therefore wonder if strengthening
the definition by allowing only one durable ready configuration makes the
class of solvable problems strictly smaller. On the other hand one may
be tempted to weaken this definition, in hope to capture a larger class
of problems by requiring only the first occurring ready configuration to
be correct. Perhaps surprisingly we show that these two variants have
no effect and are equivalent to the current definition of correctness. This
equivalence will play a key role when we reason about RW-algorithms in
the next section which covers distributed oracles.

Definition (Sustainable Correctness). A ready configuration is said to
be stable, if the nodes no longer revoke their outputs. Algorithm A is said
to sustainably solve a problem II if it satisfies the following two conditions
for every input instance (G,14) € II:

1. A ready configuration is reached within finite time with probability 1.
2. The first ready configuration that occurs is valid and stable.

Definition (Loose Correctness). Algorithm A is said to loosely solve
a problem II if it satisfies the following two conditions for every input
instance (G, 1) € II:

1. A ready configuration is reached within finite time with probability 1.
2. The first ready configuration that occurs is valid.

The class Sustainable-RW (respectively, Loose-RW) consists of ev-
ery distributed problem that can be sustainably solved (resp., loosely
solved) by a RW-algorithm. Since sustainable correctness (resp., loose
correctness) is a restriction (resp., a relaxation) of correctness as defined
in Section 2.1, we conclude that Sustainable-RW C RW C Loose-RW.
Note that the corresponding classes Sustainable-WO and Loose- WO for
WO-algorithms are equal to the class WO due to the write-once restric-
tion of these algorithms. The following theorem states that also for RW-
algorithms the three classes are, in fact, equal.
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Theorem 2.1. The classes of problems solvable by RW -algorithms under
the three different correctness notions satisfy Sustainable-RW = RW =
Loose-RW.

The proof of Theorem 2.1 is based on a simple concept referred to as
safe broadcast in which information is broadcast throughout the whole net-
work and no ready configuration is reached before all nodes have received
the information. When a node v receives a previously unseen message M
that should be safely broadcast, it writes € to its output register for at
least one round and forwards M to all its neighbors. This ensures that M
propagates through the network together with a front of non-ready nodes,
so that no ready configuration can be reached during the dissemination
of M.

Based on the safe broadcast concept, we develop a generic technique
called inhibiting messages which will also be useful when designing al-
gorithms in Section 2.5. For every node v, this programming technique
employs a register p, usually chosen to be v’s output register, and a list
L containing pairs (¢,x) where ¢ is an integer, typically a round or phase
number, and z is an arbitrary value. Two methods are provided for ev-
ery node v, where the invocation of these methods is determined by user
defined conditions: A node v can (1) append a new pair (i,x) to L; and
(2) broadcast an inhibiting message M; for i. The operation is as follows.
If v sends or receives an inhibiting message M;, then for all x the pairs
(¢,z) are removed from L. Whenever L is empty, node v sets p + e.
Assuming that L is non-empty, denote by (imin,Zmin) @ pair in @ that
satisfies imin < ¢ for all pairs (¢,z) in Q. In that case, the default value
stored in p is the value zmin. The one exception to this rule occurs when
v receives an inhibiting message M;, ;. , in which case v sets p < ¢ in
the current round, which means that e is written to p between any two
consecutive non-¢ values. Notice that the front of non-ready nodes prop-
agates through the network with the inhibiting message M; only as long
as M; invalidates the output currently contained in the output registers.

We employ inhibiting messages to show that the class RW is robust
against the stated modifications to the definition of a correct algorithm.
The proof of Theorem 2.1 relies on a sustainability compiler that takes a
RW-algorithm A that loosely solves problem IT and transforms it into a



16 CHAPTER 2. OUTPUT REVOCABILITY

RW-algorithm A that sustainably solves this problem. Specifically, under
algorithm fl, every node v simulates A; to avoid confusion, let p be v’s
output register under A and let p be v’s register simulating the output
register of A. The compiler is based on sending inhibiting messages, where
the register upon which the inhibiting message technique operates is p and
the integers i of the technique are identified with the round numbers. In
every round r, if v is not ready in round r under A, then node v broadcasts
an inhibiting message M., that is, v broadcasts an inhibiting message for
r if p = . If on the other hand v’s register p contains the value x # ¢
in round r, then v appends the pair (r, z). Theorem 2.1 is established by
proving the following lemma.

Lemma 2.2. Let A be a RW-algorithm loosely solving a problem II and
let A be the RW—algorithm obtained by applying the sustainability compiler
to A. Then A sustainably solves II.

Proof. Consider some input instance (G,7) € II and denote by n the
execution of A on (G, i) that A simulates. Algorithm A employs inhibiting
messages. For the sake of the analysis let i,(r) denote the value imin
of node v in round r, or NIL if v’s queue is empty. In particular, if
iy (r) # NIL, then the value stored in v’s output register p is the output
of v in round r of 5. By definition, n must reach a ready configuration
and the first ready configuration reached by 7 is valid; let o denote the
round in which this valid ready configuration is reached and let oy be the
valid output returned by 7 in that round. Notice that under algorithm A,
no node broadcasts an inhibiting message for round 7o, whereas at least
one node broadcasts an inhibiting message M, for every round r < ro.
This implies that under A, eventually i,(r) = ro for every node v; let
r1 > 1o be the first round in which this happens. Starting from round r1,
algorithm A outputs 0o and the design of the inhibiting message technique
guarantees that A will not revoke this output. Therefore, we only have to
ensure that under A, in all rounds r < r1 at least one node is not ready.

To that end, assume for the sake of contradiction that there exists
a round r < rp in which all nodes are ready under A. In that case
iv(r) # NIL for every node v. If 4, (r) = iy (r) for all u,v € V(G) then A
was in a ready configuration in round r and thus r = g = r1. Therefore in
round r under A, there must be nodes having outputs from two different
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rounds of 1. Moreover, since G is connected there must exist two such
nodes u and v, {u,v} € E(G). Since the sustainability compiler employs
the inhibiting message technique, we conclude that i,(r) # 4,(r) and
without loss of generality assume that i,(r) < iy(r). But this means,
that in some round r’ < r node v sent an inhibiting message for round
iw(r) and this message reaches u in round r’ + 1 < 7, in contradiction
to the assumption that round ¢, (r) is non-inhibited for w in round r. It
follows that A does not reach a ready configuration prior to round 71
which completes the proof. O

2.4 Distributed Oracles

In this section, we introduce the concepts of hardness and completeness,
which are central to this work and allow us to gain a deeper understand-
ing how the computability classes relate to each other. To that end, we
introduce the notion of an oracle working in a distributed setting.

Definition (Algorithm with access to a II-oracle). Consider some prob-
lem II. A C-algorithm, C € {WO,RW}, with access to a Il-oracle is a
distributed C-algorithm in which every node v is equipped with a desig-
nated oracle input register and a designated oracle output register. Given
some r > 1, let f(v) be the content of v’s oracle input register in round r
and let 6(v) be the content of v’s oracle output register in round r + 1. If
(G, 1) is an input instance of II, then it is guaranteed that 6 is a valid out-
put for (G,7). No assumptions are made on the operation of the algorithm
if (G,7) ¢ 11

While applying the oracle in every round of the algorithm may seem
powerful, allowing the distributed algorithm to arbitrarily choose the
rounds in which the oracle is applied may require some sort of global
coordination, which is not necessarily possible. In comparison, a weaker
definition of “accessing an oracle” would be to allow application of the
oracle only once in round 1. This distinction does not make a difference
for problems IT without inputs (]I(II)| = 1), e.g., for graph theoretic prob-
lems like coloring, maximal independent set, or determining the diameter,
because the oracle is always applied on the same input instance. It does
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however affect problems that do receive inputs (|I(II)| > 2), e.g., CONSEN-
Sus or logical AND and OR. It will be convenient to refer to this weaker
manner of accessing an oracle as accessing an apply-once oracle.

As stated above, based on the oracle concept, we will soon introduce
the notion of hard and complete problems for the hierarchy of problem
classes. This notion would be ill-defined if accessing an oracle to a problem
IIc € C could enhance the computational power of a C-algorithm. We
ensure that the notion of an algorithm with access to an oracle is sound in
the following theorem. Note that the statement of the theorem does not
mention the case C = CF, since the soundness of oracles for centralized
models is well understood and in any case, beyond the scope of this thesis.

Theorem 2.2 (Soundness). If a problem II is solvable by a C-algorithm,
C € {RW, WO}, accessing an oracle to a problem ¢ € C, then Il can
also be solved by a C-algorithm that does not access any oracle.

The key to proving this theorem is to show that in a C-algorithm .4*
that solves a problem II with access to a Ilc-oracle, Il € C, one can
replace the oracle access by simulating a C-algorithm A" that solves Il¢
without any oracle access. = We will first prove that accessing apply-
once oracles does not enhance the computational power of RW- and WO-
algorithms, since the two algorithms .A4* and A" can be executed consecu-
tively one after the other, or in other words, that algorithm A* accessing
an apply-once oracle can be simulated without accessing an oracle by ex-
ecuting A" first. This turns out to be a non-trivial task especially for
RW-algorithms since a node v simulating A" cannot know for sure that
the output returned by A" will not be revoked later on, i.e., whether it
can be safely used for the execution of A®. It therefore does not know
when such a result is valid so that a simulation of .A* can be invoked based
on this result. The technique we present to resolve this issue for RW-
algorithms is based on Theorem 2.1. Actually, we will need an extension
of Lemma 2.2 (the key to the proof of Theorem 2.1) to RW-algorithms
accessing a II’-oracle for some problem II'. To that end, we observe that
the construction of the sustainability compiler and the arguments used
in the proof of Lemma 2.2 can be repeated with no changes to yield the
following.
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Lemma 2.3. Fiz some problem IT'. Let A be a RW -algorithm with access
to a IT'-oracle loosely solving a problem II and let A be the RW -algorithm
with access to a I1'-oracle obtained by applying the sustainability compiler
to A. Then A sustainably solves I1 with an access to a I1'-oracle.

In other words, Lemma 2.3 states that the three notions of correctness
for RW-algorithms are equivalent even when the algorithm has an access
to a IT'-oracle for some (arbitrary) problem II'. This enables us to estab-
lish the following lemma that states the soundness of apply-once oracles
for RW-algorithms.

Lemma 2.4 (Consecutive RW Execution). Let Ilc be a problem in RW
and let A" be a RW-algorithm solving an arbitrary problem I1 with ac-
cess to an apply-once Ilc-oracle. Then 11 is solvable by a RW -algorithm
without access to any oracle.

Proof. Let A" be a RW-algorithm solving IIc. Employing Lemmas 2.2
and 2.3, we assume that A" and A" sustainably solve II¢ and II, respec-
tively. We would like to show that II € RW by designing a RW-algorithm
A that solves IT without access to any oracle. This will be accomplished
by letting A simulate the execution of .A*, using A" to replace .A*’s access
to the apply-once Il¢-oracle. Algorithm A faces the issue that an output
returned to a node v by A" may not be part of a ready configuration and
thus it is not clear whether v should use this value as an output of the
II¢-oracle that A* invoked. To cope with that, algorithm A performs a
systematic search for some round in which A" reaches a ready configura-
tion.

Algorithm A simulates algorithms A" and A*; to avoid confusion,
let p, p", and p* denote the output registers of v under A, A", and A?,
respectively. Algorithm A works in phases, where phase p consists of 2p
rounds as follows. In each phase p, every node v first simulates p rounds of
A*; the role of this simulation is to replace the access to the (apply-once)
IIc-oracle. While this simulation takes place, node v sets p < ¢ ensuring
that a ready configuration can only be reached in the second half of phase
p. Node v is referred to as sad if p* = ¢ at the end of round p of phase
p; otherwise, node v is referred to as happy. If node v is sad, then it does
not participate in the next p rounds of phase p and sets its output register
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p < ¢ in round p + 1. If node v is happy, then in the next p rounds of
phase p, it simulates p rounds of A using the value stored in p" as the
output of the Ilc-oracle (accessed by A*) and sets p = p* in every round
of the simulation. For convenience, let o}, denote the sequence of rounds
(of A’s execution) that are dedicated to simulating algorithm .A* in phase
p, i.e., of = [2],05 = [5,6] and so on. It will be important for the analysis
that when simulating algorithms A" and A* in phase p+ 1, node v reuses
the same random bits that were used in phase p to which v only adds the
random bits required for the simulation of round p+1 in both algorithms.

For the sake of the analysis, let " be the execution of algorithm A"
that corresponds to the simulation performed by algorithm A. Notice
that n" is well-defined since under A, the simulation of A" reuses the
same random bits in every phase, so that in all phases p, the first p
rounds of A" correspond to the first p rounds of . Denote by o" the
output obtained from the stable ready configuration reached by n'. Based
on that, let »* be the execution of algorithm A% that corresponds to
the simulation performed by algorithm A in which the oracle access is
replaced by o', and let 0® denote the output obtained from the stable
ready configuration reached by n*. The execution n* and its output o*
are well defined since A* sustainably solves IT and A reuses random bits
to simulate A* as well. Denote by t' and t* the rounds in which the
stable ready configurations of " and n* are reached for the first time,
respectively, and let ¢ = max{t*,¢*}. We argue that algorithm A reaches
the first ready configuration in phase ¢, namely in round o} (t") of A’s
execution, and that the output of this ready configuration is o, which
together with Theorem 2.1 establishes the assertion since A (at least)
loosely solves II.

To see that this is indeed true recall that under algorithm A, a node
v may only set p to a non-¢ value in the second half of a phase that is
dedicated to simulating A*. In phases p < t* at least one node is sad, i.e.,
not ready in round p of ", and therefore not ready during the second half
of phase p. On the other hand, in phases p > t' all nodes are happy and
the simulation of A* performed by A corresponds to the first p rounds of
n™. The correctness of A now follows from the sustainable correctness of

A* O
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The crux in the proof of Lemma 2.4 was to show how two RW-
algorithms can be executed consecutively in a correct manner. At first,
it seems that the same technique is inapplicable to a WO-algorithm (ac-
cessing an apply-once oracle), since under algorithm A described in the
proof of Lemma 2.4, a node will revoke any output it returned in the last
round of a phase, i.e., algorithm A is not a WO-algorithm due to our
construction. However the technique can be slightly modified so that it is
applicable to WO-algorithms as well.

To address the aforementioned issue, we make three adjustments to
the construction of algorithm A when it is applied to a WO-algorithm .A*
with access to a Ilc-oracle, IIc € WO. To describe the adjustments we
use the same terminology as in the proof of Lemma 2.4: (1) Node v is not
allowed to change the value stored in its output register p after the first
value z # € was written to it. (2) If v is sad at the end of round p of phase
p, then v broadcasts a sadness message for phase p. (3) If a happy node v
in phase p receives a sadness message for that phase (in one of the rounds
o5(1),...,0p(p)), then v stops to participate in the simulation of A*, and
in particular does not write to its output register p in the remainder of
phase p.

The first adjustment immediately ensures that the resulting algorithm
A is indeed a WO-algorithm. We argue that A reaches a ready configu-
ration in phase ¢, and that the output of A is 0 (and therefore correct).
In phases p < t there is at least one node v that is sad or did not produce
an output under algorithm A%, and therefore v does not become ready in
the second half of phase p. In phases p > ¢ on the other hand, all nodes
are happy and the simulation of .A* corresponds to n®.

Since A is a WO-algorithm we need to ensure that the output 04 of A
satisfies 04 (v) = 0*(v) for all nodes v since a node that wrote to its output
register in some phase p < t cannot revoke its output in later phases.
Consider some node v and denote by p the phase in which v writes to its
output register. This occurs in round s = o (s*) dedicated to simulating
round s* of A*. All nodes u in the inclusive s*-hop neighborhood T/ (v)
must be happy in phase p (otherwise v would have received a sadness
message). Moreover, the simulation that a node u at distance d < s* from
v performs of A* agrees with n* for the first s* — d rounds. Therefore for
node v, the first s* rounds of A’s simulation of A* correspond to the first
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s* rounds of n*. Since A* and A" are both correct WO-algorithms, this
implies that 04(v) = 0*(v), which concludes our argument. Lemma 2.5
follows.

Lemma 2.5 (Consecutive WO Execution). Let IIc be a problem in WO
and let A* be a WO-algorithm solving an arbitrary problem 11 with ac-
cess to an apply-once llc-oracle. Then I1 is solvable by a WO-algorithm
without access to any oracle.

When trying to extend the proof of Lemma 2.4 in attempt to es-
tablish the RW case of Theorem 2.2, the issue we needed to solve for
RW-algorithms with an access to an apply-once oracle multiplies: Be-
tween every two simulated rounds of 4%, one invocation of A" is required
to replace the oracle access, and a simulating node cannot know for sure
that an output obtained from A" is part of a ready configuration for any
such simulation of A". However, the ideas used to prove Lemma 2.4 can
be extended to cope with this difficulty. We will show how to interleave
single rounds in the simulation of an algorithm A% accessing an oracle
with executions of an algorithm A" that replaces the oracle.

Proof of Theorem 2.2. Let C be either WO or RW, let Il be a problem
in the class C, and let A" be a C-algorithm solving II¢. Let A* be a
C-algorithm solving an arbitrary problem II with access to a IIc¢-oracle
(applied in every round of A*). If C = RW, then by Theorem 2.1 and
Lemma 2.3, we assume that A" and A® sustainably solve Il¢c and II,
respectively. We wish to simulate A* and multiple invocations of A" using
a C-algorithm 4 without access to any oracle. Denote by p the output
register of node v. The construction of algorithm A is similar to the
construction we used in the proofs of Lemmas 2.4 and 2.5; the difference
is that in phase p, algorithm A should now simulate p invocations of
algorithm A", one before each round of the simulated execution of A%,
instead of just a single invocation. That is, we precede each round 1 <3 <
p of A*’s simulated execution under A with a simulation of an invocation
of A" that runs for p rounds and replaces A*’s access to the Ilc-oracle
between rounds i — 1 and i. Specifically, phase p now consists of p* + p
rounds, where each round » = 0 (mod p + 1) of phase p is dedicated to
simulating round r/(p+1) of A*, whereas each round r Z 0 (mod p+1) is
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dedicated to simulating round r (mod p+ 1) in invocation ¢ = [r/(p+1)]
of A", occurring between rounds i — 1 and ¢ of A*. For convenience, let
o5, denote the sequence of rounds (of A’s execution) that are dedicated to
simulating algorithm .A* in phase p, i.e., o7 = (2),05 = (5,8) and so on.

During phase p, it may happen that the simulation of invocation 1 <
i < p of A" in node v outputs €, which means that v cannot simulate
round ¢ of A®; when this happens, node v becomes sad for the current
phase p. Recall that this means that v stops participating in the remainder
of phase p and sets p < €. Moreover, if C = WO, then in addition to
that, v broadcasts a sadness message. As before, node v sets p < € during
simulations of A", and when v is happy p is used to simulate the output
register of A*.

For the sake of the analysis we inductively define executions 7; of
algorithm A" and an execution n* of algorithm A*. Let 1] be the execution
of algorithm A" that corresponds to the simulation that A performs to
replace A*’s first oracle access, and denote by o] the output obtained
from the stable ready configuration of nj. Both 7] and o] are well-defined
since under A, the simulation of A" reuses the same random bits in every
phase and due to the sustainable correctness of A". Let n¢;, be the first
round of A*’s execution n* that algorithm A simulates in which the first
oracle access of A® is replaced with oj. Based on 7j, the first round
n¢y in n* is well-defined. We define the executions 7; and the remaining
rounds of 7 inductively: (1) Let n; be the execution of algorithm A"
that corresponds to the simulation that A performs to replace A*’s oracle
access after round ¢ — 1 of n*, and denote by o] the output obtained
from the stable ready configuration of ;. (2) Let n(;) be the ith round
in the execution of A* that corresponds to the simulation performed by
algorithm A in which .4%’s oracle access is replaced by o;. Note that (1)
and (2) together are well-defined, since the induction is based on 7f;, and
7M(1y, and the simulations of A" and A* reuse the same random bits in
every phase. Thanks to the sustainable correctness of A* we denote by
o the output obtained from the stable ready configuration n® reaches.

With these definitions in mind, denote by t* the first round in which
7n® is in a ready configuration. Denote by ¢; the first round in which 7} is
in a ready configuration and let ¢ = max;< {t;}. Lastly, denote by o*
the output obtained from the stable ready configuration reached by n* in
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round t*. We argue that algorithm .4 reaches the first ready configuration
in phase t = max{t*,t"}, specifically in round of (t*), and that the output
of A in that phase is o®.
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Figure 2.1: Executions * and n] of A* and A", respectively.

Assume for the sake of contradiction that in some phase p < t algo-
rithm A reaches a ready configuration. Due to our construction this can
only occur in a round s = o5 (s*) dedicated to simulating some round s”
of algorithm A*. In that case all nodes are happy in round s, which can
only occur if ¢; < p for all ¢ < s*. This implies that the first s* rounds
that A simulated of algorithm .A* correspond to the first s* rounds of n?,
i.e., n* reaches a ready configuration in round s* = ¢* in contradiction
with the choice of ¢. In phase p = ¢ on the other hand, for all i < *
execution 7; reaches a ready configuration within p rounds. Therefore the
first t* rounds that A simulates of A* correspond to the first t* rounds of
n* and A reaches a ready configuration in round ¢*. In the case C = RW,
the (at least loose) correctness of A now follows from the correctness of
A?* and the proof is concluded by applying Theorem 2.1.

For the case C = WO however, we need to ensure that the output o4
of algorithm A satisfies 04 (v) = 0*(v) for all nodes v, since in algorithm
A a node v may write to its output register p prior to phase t. Let v be a
node that irrevocably sets p < 04(v) in phase p. This can only occur in
round s = op(s") for some s*. Since v did not receive a sadness message
for phase p all nodes u in the inclusive s*-hop neighborhood 1";2 (v) of v
are happy in round s. In other words, all nodes u are ready in the first
s* simulations of A" performed by A in phase p. It follows that for node
v the first s* rounds of the s* simulations of A* correspond to the first
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s* rounds of n*. Since A" and A* are both WO-algorithms we conclude
that indeed o4 (v) = 0*(v). O

Now that Theorem 2.2 is established we introduce the concept of hard
problems by borrowing the terminology from sequential complexity the-
ory.

Definition (Hardness). For two classes B D C, a problem II is said to be
B-hard with respect to C, denoted by Il € B-hardc, if for every problem
IIp € B, there exists a C-algorithm that solves IIz with access to a II-
oracle. We say that IT is complete in B with respect to C, denoted by
IT € B-complete ¢, if additionally II itself is contained in B.

Following our notational convention, we would refer to an NP-hard
problem as being NP-hardp. For example, the problem of electing a
leader is well known to be CF-hardwo since once a leader is available, this
leader can assign unique identifiers to all other nodes and solve the prob-
lem centrally. Our definition yields the three hardness classes CF-hardrw,
CF-hardwo and RW-hardwo, allowing us to study how algorithms run-
ning in anonymous networks relate to centralized algorithms as well as
how the two output revocability notions relate among each other. By def-
inition, every CF-hardwo problem is both CF-hardrw and RW-hardwo;
it turns out that the converse direction is also true. In Section 2.6 we will
have the necessary tools to prove this statement, as cast in the following
theorem.

Theorem 2.3. The hardness classes satisfy

CF-hardwo = CF-hardrw N RW-hardwo.

2.5 Problem Zoo

In this section, we study the computability and hardness of various prob-
lems in our setting. A total of 21 problems are investigated as depicted
in Figure 2.2, including variations of approximation guarantees or output
specification. First, we will focus on the computability of each problem,
i.e., whether it is in WO, in RW \ WO, or in CF \ RW. Later in Section
2.5.2, we will investigate the hardness of each of the problems. Based on
that, we establish Theorem 2.3 in Section 2.6.
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CF
MIN-COLORING
MIN-CUT-VALUE
(> 3)-Hor-COLORING

RW
FACTOR-DIAMETER

WO

FACTOR-MULTIPLICITY (> 3)-Hop-MIS CONSENSUS COLORING
2-Hopr-COLORING
CF-hardwo RW-hardwo 2-Hop-MIS

(< 2)-S1ZE-APX MIS
LEADER-ELECTION
MiN-Cur
UNIQUENESS
1Ds

COORDINATION
FACTOR-GRAPH
AND

Or

(> 2)-S1zE-APX
MIN-CUT-PARTITION
DIAMETER
a-DIAMETER-APX

Figure 2.2: Classes CF, RW and WO, and the respective hardness classes.

2.5.1 Computability

Almost all results regarding (non-)computability of problems derived in
this section are obtained using one of two general proof frameworks. To
characterize problems that can be solved by RW-algorithms, we find a
necessary and sufficient condition. For the class WO, we use a necessary
condition that allows us to rule out the inclusion of problems in this class.
All but one result on non-computability can then be derived using the
two characterizations. For computability of problems in RW, the same
characterization can be used, while for problems in WO we refer to known
algorithms.

Graph Factors, Products and Local Views

The key to our characterization of problems in RW is the notion of graph
factors.®

Definition (Graph Factors). Let G and H be two simple undirected
graphs and f¢ and ¢y two labelings of G and H, respectively, such that
lg and £y share the same co-domain. A surjective function f : V(G) —
V(H) is called a factorizing map of G inducing H if it has the following
properties:

3In the distributed computing literature, the concept of graph factors was also
referred to as covering graphs and graph lifts.
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(i) if (u,v) € E(G), then (f(u), f(v)) € E(H) for every u,v € V(G),
that is, f is a graph homomorphism;
(ii) for every node v € V(G), the restriction f|r,) of f to v’s neigh-
borhood is a bijection onto the neighborhood I'(f(v)) of v’s image
f (W), that is, f is locally one-to-one and onto; and
(iii) the labeling functions satisfy ¢g(v) = £ (f(v)) for every node v €
V(G), that is, f preserves the labels.
If there exists such a factorizing map f, then we say that (G,{4g) is a
product of (H,lg) or equivalently, that (H,£x) is a factor of (G,Lg). A
labeled graph (G, £¢) is prime if all factors of (G, £¢) are isomorphic, i.e.,
if the only factor of (G, £¢) is the graph itself.

The above definition essentially corresponds to the definition given
in [58] for covering graphs extended to respect node labels. It is a known
fact that |V (G)| must be an integer multiple m of |V (H)| (see, e.g., [58]).
We say that (G, £¢) is an m-product of (H, £x) or equivalently that (H, ()
is an m-factor of (G, ¢g), denoted (G, fg) 2 m-(H,ly) and m-(H,ly) =
(G, £a), respectively, when we want to emphasize the specific value of m.
It will be convenient to use the notation (G,£fg) = m - (H,{x) without
explicitly specifying m as well, in which case the exact value of m is
typically not important. Note however that an m-product of a graph is
not necessarily unique (not even for m = 1). For two unlabeled graphs
G and H, we assume that ¢g and £y both assign the same label to all
nodes, and we omit the labeling functions in our notation.

We will use factors of graphs to derive a characterization for problems
with input and output labelings i and o of a graph G, respectively. Note
that the combined labeling (i, 0) is also a labeling of G in which every
node v is labeled by the pair (i(v),o(v)). If (G,i) is an m-product of
(G,i") by a factorizing map f and o is a valid output labeling of (G, 1),
then we denote the labeling o'(-) = o(f(+)) as the natural extension of o
to (G',i'). Observe, that in this case (G',i',0") 2 m - (G,1i,0).

Product graphs are used in the existing literature to derive negative re-
sults for computability of problems by anonymous distributed algorithms,
dating back to the seminal work of Angluin [7]. Those proofs are based
on lifting a computation that occurs in a graph (G,4) to some product
(G',i") 2 m-(G, i) and forcing node v' € V(G’) to copy the execution of its
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Figure 2.3: The cycles C3,C4 and Cg on 3, 4 and 6 nodes are factors of the

12-cycle Ci2 by mapping node i in Ci2 to the node 4 (mod 3,4 or 6) in the
respective cycle. The prime factors of C12 are C3 and Cjy.

image under the factorizing map f. This technique was used, for example,
to prove the impossibility of electing a leader in anonymous networks [7],
and the same technique can be used to show that LEADER-ELECTION is
not in RW. As it turns out, graph products actually lead to a complete
characterization of problems in RW.

Theorem 2.4 (Characterization of RW). Problem II is in RW if and
only if
V(G,i) €11, 3o : (G,i,0) €11 s.t.
Y(G',i') €11, 30" : (G',4',0') €11 s.t.
(G"i"Y=2m - (G,i) = (G',i',0)=m-(G,i,0). (2.1)
Consider a problem IT whose input instances are arbitrary labeled
graphs with O(II) = {YES,NO}, and fix some subset Y of the input

instances. The problem II is is called a (distributed) decision problem (cf.
[60,68]), if for every (G, i) € Y, all nodes must output YES and for every
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input instance (G,4) € Y, at least one node outputs NO. The instances
in the set Y are referred to as the YES-instances of II. Theorem 2.4
implies that the class of decision problems in RW is exactly the class
of decision problems that are closed under taking products of the solved
problem instances, namely if (G,i,0) € II and (G’,#,0") = m - (G,1,0),
then (G',7',0") € II.

The proof of Theorem 2.4 relies in part on the aforementioned lifting
technique [7]. More specifically, fix some instance (G,i) and let (G',3")
be a product of that instance by the factorizing map f. For every node
v € V(Q), let n(v) denote the execution of an algorithm A that is invoked
on (G, 1) from the perspective of v. Note that 7 is fully determined by the
random bits used by each node in the course of A’s execution. Denote
by 1'(-) := n(f(-)) the natural extension of n to (G',4’'). In 1’ every node
v will perform exactly the same execution as its image f(v), and if an
output o is reached in execution 7 of A, then the output o'(-) = o(f(-)),
i.e., the natural extension of o to (G’,i’), is reached in execution n. We
shall refer to execution n’ as lifting n from (G, 1) to (G',4') and conclude
with the following lemma.

Lemma 2.6 (Lifting an Execution [7]). Consider some RW-algorithm A
and let (G, i) and (G',3") be two labeled graphs satisfying (G',i') = m-(G, 1)
with factorizing map f : V(G') — V(G). For every finite execution n of
A on (G,i) ending in a ready configuration with output o, there exists a
finite ezecution n' of A on (G',i') ending in a ready configuration with
output o’ such that o' (v) = o(f(v)) for every v € V(G').

In particular, if no valid output labeling for (G,4) can be naturally
extended to a valid output labeling for (G’,4"), then it is also not possi-
ble for an algorithm to (always) return a correct output in both graphs.
Theorem 2.4 is also closely related to the FACTOR-GRAPH problem intro-
duced later in the result statements, and therefore deferred until then. A
necessary condition for problems in WO can be defined using local views.

Definition (Local View). Consider some randomized algorithm A. Let
(G, ¢) be alabeled graph and let v be a node in V(G). Fix some assignment
B of random bits to the nodes and denote by S¢(v) the (finitely many)
random bits used by v in all rounds r < t. The depth-t local view of v
under 3 is the rooted tree Lf (v) of depth ¢t with a labeling ¢; defined as
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follows. For every node v, the local view Lg (v) contains only a single
vertex! v and the labeling £o(t) is (£(v),deg(v), Bo(v)). From the labeled
forest Fy(v) := {LZ(u) | u € I'(v)}, the depth-(t 4 1) local view Lf+1(v)
is constructed in two steps: (1) Prune the sub-tree corresponding to node
v from the root vertex t, of every L (u), u € T'(v), to obtain the pruned
local view L}? (u); let F{(v) = {L}®(u) | u € T(v)} be the forest containing
the pruned local views of v’s neighbors. (2) Construct L, (v) from the
pruned local views in F} (v) by introducing a new root t as the parent of t,,
for all w € T'(v). The labeling £¢11(v) := (¢£(v),deg(v), Be+1(v)), whereas
for all nodes in the pruned sub-trees L;”(u) of t, the labeling remains
unchanged. In cases where no assignment of random bits is assumed the
(deterministic) depth-t local view L¢(v) is obtained in the same way by
excluding B¢ (v) in the vertex labels.

Informally, the depth-t local view of node v captures the network from
v’s point of view in round ¢. Local views without random bits were used
before, e.g., to discuss solvability of leader election in the context of deter-
ministic anonymous algorithms [95]. Theorem 2.5 relies on the possibility
that nodes whose executions are indistinguishable from v’s perspective
under deterministic algorithms may remain indistinguishable from v’s per-
spective for a finite amount of time also under randomized algorithms.

Theorem 2.5. Problem 11 is not in WO if

3(G,i) € s.t. Yo: (G,i,0) €I, Vt €N, I(G’,i") € I s.t.

Vo' : (G')i',0) €Tl, e G, ' €@ st

Li(v) = L(v'), and (2.2)

o(v) # o' (v'). (2.3)
Proof. Let W (II) denote the characterization for a problem II stated in
the theorem. Assume for the sake of contradiction that there exists a
problem II € WO for which W (II) holds and let A be a WO-algorithm
solving II. Invoke A on the input instance (G,%) promised by W (II) to

obtain A’s output o after ¢ steps and denote the random bits used by node
v up to round ¢ in this execution of A by B:(v). Let (G',i’) € II be the

4 To avoid the confusion between the basic elements in the graph G and those in
the rooted tree L? (v), we refer to the former as nodes and to the latter as vertices.
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Figure 2.4: Cycle on 3 nodes and the corresponding local view of depth 4 as
seen by node 1.

labeled graph promised by W (II) for (G, i, 0) and t. For every valid output
o' to (G',i"), the property W(II) guarantees the existence of two nodes
v € V(G) and v' € V(G') satisfying both (2.2) and (2.3). Constraint
(2.2) implies that with positive probability nodes v and v’ observe the
same execution up to (and including) round ¢, namely if L (v) = L] (v')
for some assignment of random bits v to nodes in G’. Therefore, with
positive probability, v" will return an output o'(v') = o(v). But (2.3)
implies that o’ cannot be a valid output for (G’,i’), in contradiction to
the assumption that algorithm A solves II. O

Results

We start by briefly stating the proof techniques derived from Theorems
2.4 and 2.5 that we use to establish computability results.

IT ¢ WO: The inclusion of IT in WO will be disproved by finding an
input instance (G, ) € II and for all valid outputs to (G, ) and arbitrary
t, a construction of an input instance (G’,i’) € II in which the depth-t
local view of some node v’ € V(G’) is the same as that of some node
v € V(G), but the output of v' must differ from that of v.

II ¢ RW: The inclusion of IT in RW will be disproved by finding an
input instance (G,¢) € II and for all valid outputs o to (G,i), an input
instance (G',4") € II satisfying (G’,i') = m - (G, i) such that no natural
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extension of o to (G',7’) is a valid output for that instance.

IT € RW: The inclusion of II in RW will be established by showing
that for every input instance (G,i) € II, there is a valid output o such
that for every input instance (G’,i’) € II satisfying (G',i') = m - (G, 1),
the natural extension of o to (G’,4’) is a valid output for that instance.

The two techniques for RW rely on Theorem 2.4, which we did not
prove yet. Therefore, after giving a brief overview of problems known to
be in WO, we will focus on proving the theorem first.

MIS and other Local Symmetry Breaking. The well studied sym-
metry breaking tasks MAXIMAL-INDEPENDENT-SET (MIS), (A + 1)-Co-
LO-RING and MAXIMAL-MATCHING are indeed in WO: The famous Luby-
algorithm [5,78] satisfies the WO condition already. Similarly, there are al-
gorithms to solve (A+1)-CoO-LO-RING [76]® and MAXIMAL-MATCHING [65]
that are WO-algorithms. Two other problems studied before are 2-Hop-
MIS and 2-HoOP-COLORING in which two nodes in the independent set or
two nodes having the same color, respectively, must not have a common
neighbor. In [47] both problems were found solvable by WO-algorithms
using an even weaker computational model. The algorithm from [47] that
solves 2-HOP-COLORING uses up to A2 — A + 1 colors, which is a simple
upper bound on the number of required colors.

Factor-Graph. In the FACTOR-GRAPH problem, nodes in the network
(G, 1) are required to agree on a factor (H,j) of (G,i). That is, every
node v € G should output the same factor (H,j) of (G,:) (with inputs
and uniquely named nodes), and its own name f(v) in H, where f is
the factorizing map inducing H. Had we proven Theorem 2.4 already, it
would follow from the definition that FACTOR-GRAPH it is in RW. Instead
we use this problem to establish the theorem, starting with the following
observation which is essential for the first half of the proof.

Lemma 2.7. There is a RW-algorithm solving FACTOR-GRAPH.

5The algorithm for (A + 1)-Co-LO-RING described in the cited work also works if
no upper bound on A is known by replacing a node of degree d in the overlay graph
with a complete graph on d + 1 nodes.
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Proof. We present a RW-algorithm A that solves FACTOR-GRAPH on ar-
bitrary input instances (G,4). Algorithm A progresses in phases where
during each phase p, every node v constructs a candidate factor (Gp,ip).
Nodes in V(G)) are identified by a randomly chosen (candidate) identifier
Bp(v), and an edge {Bp(u), Bp(v)} is added to E(Gp) if the edge {u,v} is
present in E(G). All nodes v € V(@) start in phase 1, and advance from
phase p to p+ 1 if v sends or receives an inhibiting message for phase p.

In the beginning of a phase p, all nodes v first choose a random bit
string Bp(v) containing p random bits. Node v then exchanges (3, (v), its
input i(v), and its degree deg(v) with every neighbor. After v received a
message containing the corresponding values of every neighbor, it broad-
casts a my-neighborhood message M,(v) containing (8,(v), deg(v),i(v)),
and the corresponding values of all its neighbors. While v receives my-
neighborhood messages M), (u) from other nodes u, node v gradually con-
structs its candidate factor (Gp,ip) by inserting the node S, (u) with the
label i(u) contained in M,(u), and edges to all of u’s neighbors. Note
that some edges may point to nodes that were not yet inserted into the
graph. We say that v detects an inconsistency, if either two messages
My(u) # M,(u') are received for which 3,(u) = Bp(u'), or if a mes-
sage from a node u with degree deg(u) was received that did not contain
deg(u) 4+ 1 different identifiers for u and its neighbors. When v detects
an inconsistency it broadcasts an inhibiting message for phase p. A node
v sending an inhibiting message for the current phase p sets its output
register to € and starts phase p + 1. If v did not receive an inhibiting
message for a phase p and all endpoints of edges in (G, i) were inserted,
then v returns the output ((Gyp,ip), Bp(v)).

We start the analysis of algorithm A by showing that A’s output is
correct if a ready configuration is reached. For this, observe that if two
neighboring nodes v and v are in different phases p, and p, respectively,
then u or v is currently broadcasting an inhibiting message and is therefore
not ready. When on the other hand all nodes are in the same phase p and
all nodes are ready, then no node detected an inconsistency in (Gp,ip).
Therefore the returned graph (Gp, i) is the same graph for every node,
and we have to show that 8, is a factorizing map inducing (Gp,ip). The
function S, is surjective, because every node in V(G,) has a preimage in
G. Further 3, is a graph homomorphism since for every edge {u,v} in G
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the edge {Bp(u), Bp(v)} is inserted into G,. The inconsistency detection
ensures that the restriction By |p(,) is an injection on I'(5,(v)) for every
node v. Because the input labeling i,(8,(v)) is defined by the input value
assigned to v, the function 3, respects the graph labeling, and we conclude
that m - (Gp,ip) = (G, %) for some m. It is left to show that A reaches a
ready configuration with probability 1. But this will happen at latest in a
phase po in which every node chooses a unique random identifier, because
this ensures that every my-neighborhood message is unique. In this case
the algorithm will return a graph G, that is isomorphic to G. O

Having established that FACTOR-GRAPH is a problem in RW, we now
present the proof of Theorem 2.4.

Proof of Theorem 2.4. For the proof, let R(II) denote the graph theoretic
characterization (2.1) stated in the theorem, that is

R(IT) =Y(G,i) € 1,30 : (G,i,0) € I s.t.
V(G',i") e, 30" : (G',i',0) e I st
(@i =m-(G,i) = (G',7,0") =m-(G,i,o).

We wish to prove that IT € RW < R(II), and we prove both directions
of the if and only if separately.

if: Let II be a distributed problem that satisfies R(II); we prove
that then IT must be in RW. To accomplish that, we describe a RW-
algorithm A solving II with access to a FACTOR-GRAPH-oracle. Since
FACTOR-GRAPH is solvable by a RW-algorithm without access to any or-
acle (Lemma 2.7) and oracles are sound (Theorem 2.2), this is sufficient to
conclude that IT € RW. The key to algorithm A is to invoke the FACTOR-
GRAPH-oracle until it returns a valid input instance (G, i) of II. For every
such instance, the characterization R(II) promises the existence of a valid
output o to (G,1) satisfying that for every product (G',7') & m - (G, 1),
with (G',#') € TI, the natural extension o’ of 0 to (G’,4') is a valid output
for (G',i"). Algorithm A exploits that as follows.

Fix some instance (G,4) € II. At the beginning of round r, node v
appends a random bit to the (initially empty) string 8,—1(v) to obtain
Br(v). Then, node v invokes the oracle with input (i(v),S-(v)). In all
rounds 7 > 1 the oracle output register of every node v contains a labeled



2.5. PROBLEM ZOO 35

graph (H,, (jr,vr)) satisfying (Hy,, (jr,vr)) Zm- (G, (i, Br-1)), and every
node receives a name f,(v) € V(H,) assigned to v by the factorizing map
inducing H,. Node v now checks whether (H,, j-) is an input instance of
II. If it is, then v chooses the lexicographically smallest o, that satisfies
R(II) for (H,, jr) and writes o,(fr(v)) to its output register.

When in round r every node v returns some output o,(v), the output
of algorithm A is valid for the instance (G,¢) on which the algorithm is
executed, because (G,i) = m - (Hy,jr). Algorithm A will reach a stable
ready configuration with probability 1 within finite time, since the output
from the oracle will satisfy (H,j,) = 1-(G,4) in round r if every node
tossed a unique random string B,—1(v) in round r — 1. Notice that A does
not need to change its output register once it wrote to it, which allows us
to conclude that in fact FACTOR-GRAPH is in fact RW-complete .

only if: For the sake of contradiction, assume that —R(II) holds for
some problem II € RW, that is

—R(IT) =3(G,4) € Il s.t. Yo: (G,i,0) €11,
J(G',i') €M st Yo' : (G',i',0) €N :
(G i) =m-(G,i) A= ((G',i,0) Zm - (G,i,0)).

Let A be a RW-algorithm solving II, let n be an execution of A on the
instance (G, i) promised by —R(II), and let o be the output of A obtained
in 1. Note that o satisfies (G, 7, 0) € II, and therefore the property —R(II)
guarantees the existence of some (G’,4') € Il with (G',4') 2 m- (G, i) such
that (G’,i',0") = m - (G,1,0) does not hold for any o, i.e., the natural
extension of o to (G’,4’) is not a valid output to (G’,'). Lift the execution
n of Aon (G, i) to obtain the execution n’ of A on (G’,i’). By Lemma 2.6
we see that A’s output o’ in execution i’ is the natural extension of o to
(G',i"), contradicting the assumption that A solves II. O

As stated in the if-part of the proof, FACTOR-GRAPH is RW-complete .,
and as such cannot be solved by a WO-algorithm.

Corollary 2.8. Finding a factor of the input graph is RW-complete g .

Coordination. In coordination problems nodes in the network keep
track of some shared state and wish to determine whether their shared
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state is in unison. This kind problem arises for example in atomic com-
mit protocols and in the two generals problem, where all participants in
the network need to agree on the same value before they can proceed.
More formally, we consider the problem COORDINATION where the input
instances are all labeled graphs, and the solved instances satisfy the fol-
lowing. If all nodes are labeled with the same input label, then all nodes
output “UNISON”, otherwise there is at least one pair of nodes with dif-
ferent labels and all nodes output “DISCORD”.

COORDINATION is not contained in WO. Let (G, i) be the 3-cycle with
input 0, so the output to this instance is “UNISON” for all nodes in G,
and let v be any node in V(G). For arbitrary ¢, let further (H,j) be the
cycle on 2t 4+ 1 nodes, in which exactly one node w gets input 1, and let
v’ be the node in V(H) furthest away from w. The depth-t local views of
v and v’ are equal, but while node v € V(G) must return “UNISON” the
only correct output of v’ € V(G') is “DISCORD”.

We stated that the class RW is essentially the class of coordination
problems, and indeed we use the characterization of Theorem 2.4 to show
that COORDINATION is in RW. For this, let (G, ) be a labeled graph in
which all nodes get the same input . In all products of (G,i) every
node has input z, so returning “UNISON” leads to a correct output in all
products of (G, 7). On the other hand, if (G,%) contains two nodes u # v
with different inputs = # y respectively, then all its products also contain
nodes with different inputs  and y, and therefore the output “DISCORD”
for all nodes can be extended to all products of (G, ). In Section 2.5.2 we
show that COORDINATION is complete in RW.

Logical And & Or. The definition for the problems AND and OR are
straigt-forward: All nodes are provided with a binary input value and have
to compute the logical conjunction resp. disjunction of all those inputs.
The problem AND (OR) is not contained in WO for essentially the
same reason as COORDINATION: Let (G, ) be the 3-cycle with input 1 (0),
so the only admissible output to this instance is 1 (0), and let v be any
node in V(G). For arbitrary ¢, let further (H,j) be the cycle on 2t + 1
nodes, in which exactly one node w gets input 0 (1), and let v be the
node in V(H) furthest away from w. The depth-¢ local views of v and
v’ are equal, but v and v’ are not allowed to return the same output.
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The two problems are, however, both in RW (again for similar reasons
as COORDINATION is). If an input instance (G,t) contains a node with
input 0 (1 for OR), then all products of (G,1) also contain a node with
that input, and the only correct output for every node is 0 (1) in these
instances. If on the other hand no node in (G, %) has input 0 (1), then the
only correct output in (G, ) is 1 (0) for every node, which is also true for
all products of such an input instance.

Consensus. In the well-known binary CONSENSUS problem nodes can
have either 0 or 1 as possible input. All nodes are required to agree on
the same output, which must also appear as input to at least one node.

Like the COORDINATION problem CONSENSUS is also not solvable by a
WO-algorithm, but Theorem 2.5 cannot be used to disprove that. Instead,
assume for the sake of contradiction that there is a WO-algorithm A
solving CONSENSUS. Let (Go,i0) and (G1,%1) be 3-cycles, where in Go
every node gets input 0 and in G; every node gets input 1. Execute A on
both instances to obtain correct output labelings oy and o; after ¢p and
t1 rounds, respectively, and denote the random bits used in the execution
of A up to round ¢ on each respective instance by 5; and 7;. Let ug and
u1 denote two arbitrary nodes in Go and G1. Let further G’ be the cycle
consisting of 2 (top + t1 + 1) nodes, and denote by u( and u} two nodes in
G’ with maximal distance. It is possible to assign inputs and random bits
d8: to all nodes so that Lfo (uo) = L3, (uf) and Lfl (u1) = LY, (u}), i.e., the
two nodes uy and ¢} in G’ observe the same depth-tg and depth-t; local
view under d; as the corresponding nodes uo and ui did in Gp and G,
respectively. Thus, there is an execution of A (by choosing the random
bits as determined by d;) which leads to a configuration where the output
returned by wugy will be 0, while that of u} will be 1, contradicting our
assumption.

However, we can show that CONSENSUS is in RW by applying The-
orem 2.4. For this, let (G,i) be a labeled graph in which all nodes get
input 0. In all products of (G, ) every node has input 0, so agreeing to
output 0 is valid in all products of (G,7). On the other hand, if (G, 1)
contains a node with input 1, then all its products also contain a node
with input 1, and therefore the output in which all nodes agree on 1 can
be extended to all products of (G, ).
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Factor-Multiplicity. Another problem related to graph factors is FAC-
TOR-MULTIPLICITY: In an unlabeled network GG, every node should output
the multiplicity m of a graph H such that m - H = G, and the number of
nodes in H is minimal among all possible factors of G. The last constraint
prohibits the nodes from answering 1 in every graph (each graph is of
course a factor of itself).

The problem is not solvable for RW-algorithms: Let G be any prime
graph, for example a 3-cycle, such that the smallest factor of G has mul-
tiplicity 1. In any non-trivial product of G, this answer is however not
correct. Using this problem we will establish in Section 2.5.2 that the two
hardness classes CF-hardrw and CF-hardwo are distinct.

Factor-Diameter. Agreeing on the diameter of some factor of an input
instance is certainly possible in the RW model, as nodes able to agree on
a factor, and may just output its diameter. To see that the problem is
not solvable by a WO-algorithm let G be the 3-cycle, so that the only
admissible outputs for G will be those in which the agreed upon factor
H is a 3-cycle and all three nodes choose a different name. For every
t, construct the cycle G’ on p nodes where p > t is prime so that in
particular, G’ is prime. Any arbitrarily chosen v € V(G) and v € V(&)
satisfy Li(v) = Li(v"), but the only admissible output o’(v') is |p/2] for
every v’ € V(G'). However, the two problems differ in their hardness, as
we will see in Section 2.5.2.

k-Hop-MIS, k-Hop-Coloring and Min-Coloring. In the k-Hop-
MIS problem, nodes shall output a maximal set in which any two nodes
in the set have at least distance k (measured in hops), i.e., a shortest path
between them uses k + 1 edges. Similarly, in a solution to the k-Hop-
COLORING problem, nodes having the same color must be at least k hops
apart. As we saw earlier, both problems are in WO for k < 2.

For k > 2 they are not in RW, and neither is coloring with the min-
imum amount of colors. To see this for k-HOP-COLORING let G be the
triangle so that every solution to G will use exactly three different colors.
Now, let G’ = 2. G be the 6-cycle. Any valid k-HorP-COLORING of G’
with & > 2 needs to use six colors, thus the natural extension of a valid
output o to G cannot be a valid output for G’. On the other hand, a
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MIN-COLORING of the 6-cycle only needs two colors, therefore a natural
extension of o to G’ will not be a minimum coloring on the 6-cycle. Simi-
larly, for k-HoP-MIS, a 2-product of a valid output on the 3-cycle violates
the distance requirement on the 6-cycle.

Diameter and approximating it. We consider the problem of find-
ing the DIAMETER of the network as well as the approximation problem
DIAMETER-APX. The problem is not in RW, which can be seen by—
again—taking G to be the triangle (with diameter one), and G’ to be
the cycle on six nodes with diameter three. The only valid output la-
beling for G cannot be extended to a valid output labeling on G’. As
for the approximation problem with approximation ratio «, let G’ be the
3la + 1]-cycle. We will however see in Section 2.5.2 that both problems
are prime examples for the class of problems that are RW-hardwo.

Min-Cut. A surprisingly interesting problem to study is the MIN-CuUT
problem. A cut of a graph G = (V, E) is a subset C C E so that the
graph becomes disconnected when the edges from C are removed from G.
A cut C is called minimum cut if C has the smallest possible cardinality,
and we refer to this cardinality as the value of the minimum cut. Any
cut can also be described by a partition of the nodes into two subsets,
and in that case C is the set of edges with one endpoint in each of the
two partitions. There are basically three ways to define the MIN-CuUT
problem in our setting: We can require nodes to output the value of the
minimum cut, a partition of the nodes (say, into black and white nodes)
inducing the minimum cut, or thirdly, we can ask for the combination of
both. We denote those output specification variants by MIN-CUT-VALUE,
MIN-CUT-PARTITION and MIN-CUT, respectively. This does not change
their computability (no variant can be solved in an anonymous network),
but we will in Section 2.5.2 find that the exact specification does make a
difference for the hardness of each single variant.

To prove that none of the problem variants is in RW, first observe
that the graph G in Figure 2.5 has a unique minimum cut. Therefore,
every valid output to the min-cut problem in G must output the cut-
value and/or partition indicated in the figure. Because the graph G’ in
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Figure 2.5: Graph G, with unique minimum cut 1. Black and white nodes
indicate the two partitions in the output of the minimum cut.

Figure 2.6: Graph G’, which is a 2-product of G from Figure 2.5, with increased
cut value and double the number of nodes. The dashed edges are replaced by
the corresponding thick edges without violating the graph factor property.

Figure 2.6 is a product of G, but has a different cut value, MIN-CUT-
VALUE is not solvable in RW. From this we can immediately follow that
MIN-CUT can also not be solved. To see that MIN-CUT-PARTITION is also
not solvable, we alter G’ slightly to obtain G (depicted in Figure 2.7) in
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Figure 2.7: Graph G’ which is a 2-product of G from Figure 2.5, with the
same cut value and double the number of nodes. The dashed edges are replaced
by the corresponding thick edges without violating the graph factor property.

which only the edges {2b, 3b} and {2b’, 3b’} are replaced to connect {2b,
3b’} and {2b’, 3b} (as indicated in the figure), while the edges connecting
{2w, 3w} and {2w’, 3w’} are left unchanged. Graph G” has a cut of size
1 and is also a product of G. Thus the only valid output o to G cannot
be naturally extended to obtain a valid output in every product of G.

Computing with unique identifiers: Leader-Election et cetera.
In the LEADER-ELECTION problem, we demand of a valid solution that
there is exactly one node with output “leader”, and all other nodes return
“not leader”. As mentioned above, [7] showed that LEADER-ELECTION is
not even solvable in the RW model. It is well understood (see, e.g., [88])
that accessing a SPANNING-TREE-oracle, or an oracle that equips every
node with a unique identifier (the IDs problem) is equivalent to having
a single leader already for WO-algorithms. The UNIQUENESS problem, in
which nodes have to test whether every node is supplied with a unique
input and output “ALL UNIQUE” or “NOT ALL UNIQUE” depending
on the outcome of this test, is CF-completey, as well. (Nodes can find
unique identifiers by invoking the UNIQUENESS-oracle with random strings
of increasing length until it replies with “ALL UNIQUE”, but it is not in
RW because no solution for the 3-cycle can be extended to a solution on
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the 6-cycle). Similarly, knowing the network S1ZE n can be considered
equivalent in our model, because nodes can broadcast random identifiers
of increasing length until they observe exactly n different identifiers. On
the other hand, an approximation SIZE-APX of the network size with
approximation guarantee « for the triangle G is not a valid approximation
on a ring of size 3|a + 1], convincing us that not even on cycles one can
find a -S1ZE-APX with a RW-algorithm. In [88] the authors present a
Monte Carlo algorithm to construct a spanning tree that can be turned
into a Las Vegas algorithm if a (2 — €)-S1zZE-APX is known. Using our
terminology, the same can be seen by giving a RW-algorithm access to
an apply-once oracle to a-S1ZE-APX and computing a FACTOR-GRAPH.
Denote the true network size by n, the approximation provided by the
oracle by n and the number of nodes in a computed factor by ng. If it is
guaranteed that n < 2-n, then a found factor H of G is indeed G itself if
and only if nr < 27, since |V(G)| must be an integer multiple of |V (H)|.
On the other hand, when the approximation factor o > 2, the answer 6
can be supplied from the oracle in both the triangle graph as well as in
the ring of six nodes, and a RW-algorithm with access to such an oracle
has no means of distinguishing the two.

2.5.2 Hardness of Problems

The last discussion already gave us an understanding of problems that
are known to be CF-hardwo, and while investigating FACTOR-GRAPH we
already found the problem to be RW-complete,. In determining the
exact containment of each problem introduced in the last section, we find
all three hardness classes CF-hardwo, CF-hardrw and RW-hardwo and
also the three corresponding classes of complete problems to be non-empty
and distinct.

Results

To show a problem II € B is B-hardc it will be sufficient to describe a
C-algorithm that solves a complete problem for C with access to a II-
oracle. In order to fully classify each problem we are also interested in
negative results regarding completeness to completely characterize each
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of the studied problems. The following techniques derived from Theorems
2.4 and 2.5 will be used to show that a problem to not be in one of the
hardness classes.

II ¢ CF-hardrw: To prove that a problem II does not empower RW-
algorithm to solve problems in CF we start with a graph (G, ). From this,
we construct an m-product (G',i') & m - (G,) with m > 1. We will have
to ensure that there is a sequence of oracle answers to IT supplied to nodes
in (G, 1) that is also a valid sequence of oracle answers to the corresponding
nodes in (G’,4'). This is less of a problem, if II does not take any input
(other than the topology of the graph itself), because the same oracle
can be used in every round. Treating the answers supplied by the oracle
as additional input labels to each node, this disproves the existence of a
RW-algorithm accessing an oracle as an implication of Theorem 2.4.

II ¢ RW-hardwo: One needs to show that there is a problem IT’ in
RW that cannot be solved in the WO model, even if an oracle supplies
each node with a solution to II. We find an input instance (G, ) € II, and
for all valid outputs (G, i,0) € Pi and finite ¢, we describe the construction
of a graph (G’,i'). In the construction we will specify two nodes v’ €
V(G") and v € V(G), and a sequence of ¢ oracles for each graph, such that
depth-t local view of v (including the answers supplied by the oracles) is
the same as that of v’, but the output of v must differ from that of v.
Treating the answers supplied by the oracle as additional input labels to
each node, Theorem 2.5 then implies that IT cannot be in WO.

We omit the previously discussed results on problems that are CF-
hardwo and the completeness of FACTOR-GRAPH, and start by presenting
another problem that is complete in RW with respect to WO.

Coordination. Indeed, COORDINATION is RW-complete . We show
how to turn a RW-algorithm Agw solving IT without access to an oracle
into a WO-algorithm Awo that solves IT with access to an COORDINATION-
oracle. In algorithm Awo every node v will simulate one round of Agrw
in every round; we denote v’s simulated output register of Arw by pPrw,
and the actual output register of Awo by pwo. If in round r the register
Prw = €, then v writes “NOT READY?” to the input register of the oracle,
otherwise it invokes the oracle with input “READY”. When the oracle
answers “UNISON” in round r + 1 and node v was ready in round r, the
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network was in a ready configuration in round r, and v sets pywo to the
value contained in pgry in round r.

Logical And & Or. The problem AND as well as OR can be used in a
similar way to determine whether the network is in a ready configuration
at the end of every simulated round. In the previous construction we
used to show hardness of COORDINATION, one only needs to replace the
value “NOT READY” with 0 if the simulating algorithm is accessing a
AND-oracle (with 1 for an OR-oracle), and the value “READY” with 1 (0)
respectively.

Consensus. CONSENSUS is not RW-hardwo. We prove this by showing
that an oracle to CONSENSUS cannot be used to solve OR with a WO-
algorithm. Once more, let (G, %) be the 3-cycle with input 0 so the only
admissible output to OR for this instance is 0. For any ¢, let (H, j) be the
cycle on 2t 4+ 1 nodes, in which exactly one node w gets input 1 while all
other nodes get input 0. Let v be any node in V(G) and denote by v, (v)
the content stored in v’s oracle input register in round r» — 1 so that the
value v, (v) is a valid answer from the CONSENSUS-oracle in round r for all
nodes in G. Let further v’ be the node in V(H) with maximum distance
to w. Since Li(v) = L.(v') the value v,(v) is the same as v,(v'), the
value that v" provides to the oracle in round r, for all r < ¢t. Regardless
of the input of w to the oracle, the answers v, (v) = v,-(v') are also valid
in (H,j) for r < t. Thus we have Li(v) = Li(v'), but o(v) = 0, while in
a valid output labeling o', node v" must output 1. Note that the same
reasoning can also be used to disprove hardness of other problems such
as k-SET-AGREEMENT.

Factor-Multiplicity. We show that the problem of finding the multi-
plicity of a smallest (by number of nodes) factor of an unlabeled graph is
CF-hardrw. To establish that, we define the helper problem II;. The in-
put instances (G, i) € IIys are all graphs G in which the label assigned to
every node by i is the multiplicity m of the smallest factor H s.t. G =2 m-H.
An output labeling o is valid, if in o, exactly one node is labeled “leader”
while all others are labeled “not leader”. Observe that 115, € RW if and
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only if there exists a RW-algorithm A that solves LEADER-ELECTION with
an access to an (apply-once) FACTOR-MULTIPLICITY-oracle.

We argue that IIs is indeed in RW. To that end, we prove that Il
fulfills the characterization of Theorem 2.4. Let G be some graph and let
H be its smallest (prime) factor, where G = m - H. By definition, the
input labeling ¢ satisfies i(v) = m for every node v € V(G). Consider
some graph (G',i') 2 ¢ (G,i). If ¢ > 1, then (G',i') & (¢-m) - H and
therefore, (G’,4’) is not an input instance of I1ys for the input labeling 7’
that assigns m to all nodes. Otherwise, if ¢ = 1, then the factorizing map
f:V(G) — V(H) is in fact an isomorphism and for every valid output o
to (G, 1), the natural extension o(f(-)) is a valid output to (G’,i’). The
argument follows since every graph is either prime or a product of another
prime graph.

Next, we show that FACTOR-MULTIPLICITY is not RW-hardwo. To
see this, we argue that a WO-algorithm with access to a FACTOR-MULTI-
PLICITY-oracle cannot solve OR. Again, let (G, ¢) be the triangle in which
all nodes get input 0, so in a correct output to this instance all nodes will
agree on 0; the only valid answer from the oracle is multiplicity 1 since
the triangle is a prime graph. Now, for arbitrary ¢ let (G’,i’) be the cycle
on p > 2t nodes where p is prime in which all but one node have input 0,
and exactly one node w’ gets input 1. Let v be any node in (G, ) and let
v’ be a node in (G’,4") furthest away from w'; in particular, the distance
between v’ and w’ is least . Then both v and v’ observe the same depth-t
local view, but in a valid output to (G’,4’) all nodes must agree to return
1.

Factor-Diameter. As we have established the FACTOR-GRAPH prob-
lem as being RW-hardwo, one might think that a WO-algorithm with
access to a FACTOR-DiAM-oracle is able to solve problems in RW. This
is not the case, and thus FACTOR-DIAM is another example of a problem
in RW that is not RW-hardwo. The sufficient condition stated in Theo-
rem 2.5 is not strong enough to disprove this problems hardness. We will
however use a very similar technique that relies on multiple nodes in G to
“reappear” in G'.

As usual, let G be the triangle, so the only valid answer from the oracle
is 1, and denote by v1,v2 and vz the three nodes in G. For any ¢, let G’ be
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Figure 2.8: Counterexample showing that FACTOR-DIAM is not RW-hard wo .
Dashed edges indicate a path of the denoted length, node labels indicate the
mapping of nodes to the 3-cycle factor.

the ring of size 3(2t+4) as depicted in Figure 2.8. Then G is a factor of G,
and therefore 1 is a valid answer of the FACTOR-DiAM-oracle to any node
in G’. The paths between the three nodes depicted in Figure 2.8 contain
at least 2t 4+ 2 nodes. For every finite ¢, fix an assignment 3; of random
bits to nodes. Because the t-hop neighborhoods of the three nodes in G’
do not overlap, it is possible to find v, that satisfies L7 (vy.) = L7 (v}) for
k € {1,2,3}. This assignment of random bits v will occur in G’ with
positive probability. Because the local views of v1,v2 and vz in G’ will
then be the same as that in G, they will also return the same output.
In particular, all will agree on the triangle as the factor, and each one
will map itself do a different node in the triangle. But this means each
path between v, v5 and v3 must be of length 1 (mod 3). This cannot be
the case, because the three paths have different lengths even modulo 3,
contradicting our assumption.

k-Hop-MIS, k-Hop-Coloring and Min-Coloring. None of these
problems is CF-hardrw nor RW-hardwo for any constant k. Let G be the
(2k + 1)-cycle, and fix a solution (G, s) to k-HopP-MIS, k-HoP-COLORING
or MIN-COLORING to be the oracle supplied to nodes in G. To see that
none of the problems is CF-hardrw, let G’ = 2 - G be the 4k + 2-cycle
and s’ a natural extension of s to G’, so s’ is also a valid oracle to the
chosen problem. But since G’ is a 2-product of G a RW-algorithm cannot
elect a leader in both G and G’, not even with access to an oracle to one
of the problems k-Hop-MIS, k-HoP-COLORING or MIN-COLORING. We
use the same graph G to show that they are not RW-hardwo by arguing
why OR cannot be solved using a WO-algorithm with access to an oracle
to any of the three problems. Let (G,:) be an input instance to OR on
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Figure 2.9: Graph G with diame- Figure 2.10: Graph G’, which is

ter 3. a 2-product of G from Figure 2.9,
with diameter 3. The six dotted
edges were changed as indicated by
the thick edges.

the (2k 4+ 1)-cycle in which every node v in G receives input i(v) = 0 so
that for all nodes the only valid output is o(v) = 0. For arbitrary ¢, let
(He, jt) 2t - (G,1) be the cycle on ¢ - (2k + 1) nodes in which exactly one
node w receives input 1, while all other nodes v’ get input 0. Because the
problems do not depend on any input, we may safely assume an oracle to
one of the problems supplies the same answer in every round. Denote by
s¢ the natural extension of s from (G, 1) to (H¢,j:) such that s; is a valid
oracle in (H¢,j:). The node v" in (Hy,j;) which is furthest away from
w and its corresponding node v in G satisfy L:(v) = L:(v’), even when
taking s; into account, and while the only valid output of v is 0, node v’
must output 1.

Diameter and approximating it. Approximating the diameter to an
arbitrary factor of « (including 1) is not CF-hardrw. To see this, observe
that the graph G in Figure 2.9 is a factor of G’ in Figure 2.10. Since
both have diameter 3, the answers supplied by an oracle in G are also
valid for corresponding nodes in G’. However, a valid output for LEADER-
ELECTION in G cannot be naturally extended to obtain a valid output in
G’. In contrast to that, the approximation problem a-DIAMETER-APX is
RW-hardwo for arbitrary approximation guarantees a. This is the case
because a WO-algorithm can solve OR by broadcasting all input values
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for D rounds if the answer supplied by the oracle to a-DIAMETER-APX is
D. If after D rounds of broadcasting node v received a message containing
input 1, then v returns 1, otherwise v returns 0. It follows that any upper
bound on the network diameter (or its size) is RW-hardwo. This is true
even if not all nodes are equipped with the same upper bound, which
simplifies the proof regarding the hardness result of MIN-CUT-PARTITION
for RW with respect to WO in the following section.

Min-Cut. Neither MIN-CUT-VALUE nor MIN-CUT-PARTITION are in
the class CF-hardrw, because the two graphs G and G’ from Figures 2.5
and 2.6 have the same minimum cut value (share the “same” partition
inducing the minimum cut). Thus the same answer supplied by the ora-
cle to G is also valid in G’ for MIN-CUT-VALUE or MIN-CUT-PARTITION,
respectively, but G’ has twice the number of nodes than G. MiIN-CUT-
VALUE is also not RW-hardwo. To see that, observe that all cycles share a
minimum cut size of 2. With the same argument as for the FACTOR-MUL-
TIPLICITY problem, a WO algorithm cannot use this information to solve
the OR problem. On the other hand, we find that MIN-CUT-PARTITION
is RW-hardwo.

Claim 2.9. MIN-CUT-PARTITION is RW-hardwo.

Proof. We show that using a WO-algorithm A with access to an (apply-
once) oracle for the MIN-CUT-PARTITION problem, every node v can de-
termine an upper bound on the diameter. Since a-DIAMETER-APX is
RW-hardwo for any «, this is sufficient to prove our claim. Given a par-
tition of the network into black and white nodes, we refer to a node which
has a neighbor in the opposite partition as a border node. By the term
depth of a node v we denote the minimum distance of v to a border node
within the same partition, i.e, border nodes have depth zero. Observ-
ing that the degree of each node is an upper bound on the cut size, the
main idea is now to bound the diameter of the network in terms of the
maximum depth of a node in each partition.

To accomplish that, algorithm A proceeds in three stages: The only
purpose of the first stage is to locally gather necessary information from
the oracle prior to the second stage. The main stage of A is the second
one, in which nodes compute an upper bound on the diameter of each
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partition individually. Lastly, the third stage’s role is to combine the two
individual upper bounds to compute an upper bound on the diameter of
the whole network, and disseminate the bound throughout the network.

In the beginning of the first stage of algorithm A each node v invokes
the MIN-CUT-PARTITION-oracle to determine whether it is in the black
or in the white partition. Thereafter, node v sends a message containing
the name of its partition to all of its neighbors, so that every node can
determine whether it is a border node. Every non-border node v initializes
its depth value d(v) < oo, while border nodes b set d(b) < 0. Additionally,
border nodes b initialize a value D(b) = 0 to keep track of the maximum
observed depth inside b’s partition. Following that, all nodes enter the
second stage of A.

The first round of the second stage starts with all border nodes b send-
ing the message (D > 0) to all neighbors within the same partition. This
initiates parallel breadth-first searches inside each partition to determine
the depth of every node, and to report back the maximum depth of a node
inside each partition. More specifically, when a node v with d(v) < oo
receives a message (D > i) for some 7, then v forwards this message to
all members within the same partition. If on the other hand a node v
with d(v) = oo receives a message (D > i), then v does not forward this
message, but instead it sets d(v) < ¢ + 1 and broadcasts the message
(D > i+ 1) among all members of the same partition. A border node b
that receives a message (D > i) additionally updates D(b) + ¢ accord-
ingly, thus keeping track of the maximum observed depth of a node inside
its partition. The crucial point is that a border node b enters stage three,
if it does not receive an update to D(b) in round 2D(b) - (deg(b) + 1) + 2
of stage two. In other words, a border node b adjusts the time at which
it will enter stage three of algorithm .4 with each update to D(b).

When both nodes b and w of a cut edge {b, w} have entered stage three
of algorithm A, both b and w exchange their corresponding values D(w)
and D(b). If a border node b has exchanged D(b) with its neighbor w,
broadcasts the message (diam < (2 - deg(b) + 1) - (D(b) + D(w))). Nodes
v receiving a message (diam < ¢) for the first time enter stage three and
set their output register to i after forwarding the message to all their
neighbors.

We have to prove two things, namely that the upper bound broadcast
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Figure 2.11: Illustration of the proof that MIN-CUT-PARTITION is RW-hard wo .
A border node b that has observed a node at depth D, D + 1 or D + 2 will wait
long enough to receive a message from the closest node next in depth.

by a border node is indeed an upper bound for the diameter, and that no
border node broadcasts an incorrect value prematurely. To see the latter,
it suffices to show that any border node b as illustrated in Figure 2.11 will
wait long enough before starting with the third stage of the algorithm.
Our proof will be by induction on the maximum depth d(v) of a node v,
where we show that if b has received a message (D > D(b)), then it will
also receive a message indicating a maximum depth of D(b) + 1 from a
node of that depth that is closest to b, if there is one. The initial step is
for d(v) = 0, i.e., the partition of b contains only border nodes, in which
case there is nothing to show. For the induction step, let v be a node
with depth d(v), and assume the border node b has learned the maximum
depth of a node within the partition is at least D(b) = d(v) — 1 by the
induction hypothesis. Let b denote a border node closest to b having a
node v’ at distance d(v) with d(v') = depth(v). The distance from b to
b’ is bounded by 2 - deg(b) - D(b), since the shortest path between b and
b’ that remains inside the same partition contains at most deg(b) border
nodes, and the distance between any two border nodes on that path is at
most 2-D(b). Any node u with depth ¢ will broadcast its distance in round
i of stage two, and this message will arrive at the closest border nodes
(in distance 4) after 2i rounds. Thus, node b" will start forwarding the
message (D > d(v')) received from v’ in round ¢,/ ;y = 2d(v") of stage two,
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and this message has to travel at most additional ¢, , = 2 - deg(b) - D(b)
steps to reach b. But ¢, + tpyrp = 2 - (D(b) + 1) + 2 - deg(b) - D(b) is
exactly the round until which b waits for a message indicating a possibly
larger depth. Thus, no border node prematurely transmits an incorrect
partition depth to its neighboring nodes in the opposite partition.
Lastly, the found value is indeed an upper bound on the diameter by
a similar argument. The degree deg(b) of b in is an upper bound for the
size of the cut, and therefore a shortest path between any two nodes u
and v can cross the cut at most deg(b) times and contains at most deg(b)
border nodes. (]

It follows that MIN-CUT is also RW-hardwo, since the output includes
the value of a minimum cut and, in particular, a valid output to MIN-
CuUT-PARTITION. In fact, MIN-CUT is CF-hardgrw as is established in the
following proof.

Claim 2.10. MIN-CUT s CF-hardrw .

Proof. We describe an algorithm A that elects a leader among all border
nodes of the white partition. This will be accomplished by choosing a new
random identifier for every white border node in each round. The main
insight is that it can be checked whether every node tossed a unique iden-
tifier by counting the number of cut edges incident to different identifiers,
and comparing this number to the size of the cut provided by an oracle.
To that end, in a preliminary step of A every node v once invokes the or-
acle to MIN-CUT so that v is supplied with the value of the minimum cut
k and its partition denoted by black or white. After obtaining an answer
from the oracle every node sends a message indicating the partition it is
in to all neighbors, enabling every node v to determine the number c(v)
of cut edges incident to v.

For the remainder of algorithm 4 all white border nodes w, i.e., nodes
inside the white partition with c¢(w) > 0, are referred to as candidate lead-
ers. Nodes inside the black partition and white nodes with ¢(v) = 0
set their output register p < “not leader”. In every round r, every
candidate leader w chooses an identifier §,(w) by appending one ran-
dom bit to the previous identifier 8,—1(w), and broadcasts the message
M = (r, Br(w), ¢(w)) among all white nodes. If some node v receives two
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messages M, M’ containing the same round numbers r and identifiers
Br(w), but a different number of cut edges c¢(w), then v broadcasts an
inhibiting message for round r. For all candidate leaders w denote by
M.y, (s) the set of different messages M that were sent in round s and re-
ceived by w so far. Denote further by c,(s) := Z(S,B,C)E]V[w(s) c the total
number of cut edges from different nodes received by w for round s, and
by s. the smallest non-inhibited round s for w that satisfies c.(s) = k,
i.e., the first non-inhibited round in which every candidate leader tossed
a different identifier. Whenever s, is not defined in round r, node w
sets its output register p <— €. When on the other hand s,, is defined in
round r, node w checks whether the identifier it chose in round s,, was
the smallest among those appearing in My (s ). If this is the case, node
w sets p < “leader”, otherwise it sets p <— “not leader”.

To see that the algorithm is correct, assume for the sake of contra-
diction that in round r all nodes are ready and two different candidate
leaders u,w output “leader”. Since all nodes are ready no node is cur-
rently sending an inhibiting message, and because both u and w output
“leader” the round numbers s, and s, are both defined and not inhibited
for any node; assume w.l.o.g. that s, < s,. On the other hand, the value
cu(su) must be the same as ¢y (sw), namely they must both be k. This
can only be the case if both u and w have received a message from all
candidate leaders for round s, and s, respectively . In round r node w
received all messages sent by other candidate leaders in round s,, and
therefore w must also have received all the messages sent by candidate
leaders in round s,. Because round s, is not inhibited for any node we
conclude that s, = s, and since no inhibiting message is being sent in
round r also My (su) = Mw(sw) must hold, contradicting that both « and
w output “leader”. Lastly, algorithm A will reach a ready configuration
after every candidate leader tossed a unique identifier. O

One can also give a WO-algorithm solving LEADER-ELECTION with
access to a MIN-CUT oracle by using a more careful construction and
analysis. It is however easier to see that MIN-CuT is CF-hardwo by ap-
plying Theorem 2.3, i.e., because MIN-CUT is both CF-hardrw and RW-
hardwo it must also be CF-hardwo. This completes our effort to identify
in which classes each of the presented problems lie, and we turn ourselves
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to proving the missing link in the last argument, namely Theorem 2.3.

2.6 Proof of Theorem 2.3

The techniques introduced in Section 2.3 together with the completeness
result for OR found in Section 2.5.2 allow us to present a proof for Theo-
rem 2.3. A key ingredient in the proof is the notion of a fork, which is a
sub-process of the execution dedicated to simulating some algorithm A.
The fork’s name [r] will indicate the round number in which the simu-
lation was started. A fork [r] dedicated to A encapsulates the complete
state required to simulate A, and messages sent and received by [r] are
identified by the fork’s name.

The theorem states that if a problem II is both CF-hardgw and RW-
ha’fdwo, then it is also CF—ha’f‘dwo. Let IT € CF—harde N RW—ha?"dwo
be a problem satisfying the premise. Denote by Arg a RW-algorithm
solving LEADER-ELECTION with an access to a Il-oracle, and by Aor
a WOe-algorithm solving OR with an access to a Il-oracle respectively.
Employing Lemma 2.3, we assume that Apg in fact sustainably solves
LEADER-ELECTION. We wish to establish the assertion by presenting a
WO-algorithm A solving LEADER-ELECTION with access to a II-oracle.

Of course, algorithm A cannot directly simulate Arg because it is a
RW-algorithm. We would therefore like to perform multiple simulations
of Aor in order to detect a ready configuration of Apg. Unfortunately,
these multiple simulations cannot be carried out concurrently since each
one of them requires its own independent access to the IT-oracle, whereas
A accesses the IT-oracle only once per round. Instead, we will use a careful
forking mechanism to schedule disjoint accesses to this scarce resource.

Algorithm A simulates Arpr in phases, starting from phase 1, where
each phase p is responsible for executing round p of the simulation of
Arg. Indeed, in round 1 of phase p, node v executes round p of this
simulation accessing the Il-oracle. Following that, node v initiates a fork
called [p] dedicated to the simulation of Aor. The input to fork [p] is 0
if v was ready in round p under Apr (v observes that from the outcome
of round 1 of phase p); the input is 1 otherwise. In the next p rounds of
the phase, forks [1],[2],...,[p] (all dedicated to Aor) are executed, one
fork per round (say, in lexicographic order), so in total phase p consists
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of p+ 1 rounds. The output of A is determined as follows: if fork [r] for
some r < p has output 0 during phase p, then v writes the output value of
Apg’s round r (which was obtained during phase r) to A’s output register.
The fixed execution order of the forks simulating Aor guarantees that
every fork [p] is executed in a synchronized manner, that is, all nodes
execute round r of this fork in the same round under A. The logic of
OR guarantees that fork [r] of Aor has output 0 if and only if round r
under Arg’s simulation is in a ready configuration. Since Aog is a WO-
algorithm, node v can immediately rely on a returned 0 value to conclude
that this indeed happened. Moreover, as Arg is sustainably solving the
leader election problem, the output returned by v under A4 must lead to
a correct output for LEADER-ELECTION, thus establishing Theorem 2.3.



The Role of Randomness

Our goal in this chapter is to investigate the role that (Las-Vegas type)
randomness plays in the computational power of anonymous message pass-
ing algorithms (referred to hereafter as anonymous algorithms), regardless
of round and message complexity considerations. However, before we can
do so, care must be taken to rule out distributed problems in which unique
IDs are (perhaps implicitly) encoded in the input instances as those mock
cases obviously do not faithfully represent the properties of distributed
computability in anonymous networks. To that end, we restrict our focus
to the class GRAN (standing for Genuinely solvable by Randomized al-
gorithms in Anonymous Networks) of distributed problems II that satisfy
(1) there exists a randomized anonymous algorithm that solves II; and
(2) there exists a randomized anonymous algorithm that decides whether
a given graph is a legal input instance of II; we refer to Section 3.1 for a
formal definition. Notice that with the exception of some artificial cases

55
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generated for the purpose of investigating the leader election problem,
essentially all interesting distributed problems studied in the existing lit-
erature in the context of anonymous networks belong, in fact, to GRAN.

What exactly characterizes the computational power of a randomized
anonymous algorithm as opposed to a deterministic one? Surprisingly,
randomization is only required to establish a 2-hop coloring of the net-
work: Once a 2-hop coloring is known, every problem in GRAN can be
solved by a deterministic anonymous algorithm. More precisely, we prove
that every problem that can be solved (and verified) by a randomized
anonymous algorithm can also be solved by a deterministic anonymous
algorithm provided that the latter is equipped with a 2-hop coloring of
the input graph. Since the problem of 2-hop coloring a given graph (i.e.,
ensuring that two nodes with distance at most 2 have different colors) can
by itself be solved by a randomized anonymous algorithm, it follows that
with the exception of a few mock cases (those not in GRAN), the execu-
tion of every randomized anonymous algorithm can be decoupled into a
generic preprocessing randomized stage that computes a 2-hop coloring,
followed by a problem-specific deterministic stage. The main ingredient
of our proof is a novel simulation method that relies on some surprising
connections between 2-hop colorings and an extensively used graph lifting
technique.

3.1 Preliminaries and Genuine Solvability

2-Hop Colored Problems. Consider some distributed problem II. The
2-hop colored variant 11¢ of II is the problem defined as follows: the input
instance set II° is

I° = {(V, E,i,¢) : (V,E,i) € Il and c is a 2-hop coloring of (V, E)}

and given an input instance I = (V, E, i) € II, the valid output labeling set
for every corresponding input instance I° = (V, E,i,¢) € 11 is I°(I€) =
II(1).

Local Views. Given a node v in the labeled graph G = (V, E,{), we
denote by Lq(v,G) a rooted tree called the depth-d local view of v in
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G. (When G is clear from the context we may write Lq(v) instead.) To
avoid confusion, we distinguish between nodes and labels in G and vertices
and marks in Lq(v). The local view of node v is defined inductively as
follows: L1(v) consists of a single vertex x marked with £(v); La+1(v) is
the tree obtained by connecting the root of Lq(u) as a child of L1 (v)’s root
for every u € I'(v). Refer to Figure 3.1 for an illustration. Notice that
the the local view Lg(v) in G essentially captures all information that a
deterministic algorithm 4 executed by node v in G could possibly gather
in d rounds of execution. The depth-infinity local view of a node v is the
infinite tree Loo(v) obtained from the inductive construction of Lq(v) by
taking d to infinity.

Cs = (V,E,0) L3(uo)
09@@@6 @/ \@
uo ul u2 us U4

Us
£(u;) = (i mod 3) + 1 éédé

Figure 3.1: Depth-3 local view of node ug in the labeled graph Csg.

Genuine Solvability. Let Y be a set of labeled graphs called yes-
instances. The distributed decision problem Ay obtained from Y (see,
e.g., [54]) is the problem whose input instances I are all labeled graphs,
and whose valid output labelings o € Ay (I) are such that all nodes output
“YES” if I € Y and at least one node outputs “NO” if I € Y. We say that
problem II is genuinely solvable by randomized algorithms in anonymous
networks if (1) there exists a randomized anonymous algorithm that solves
IT; and (2) there exists a randomized anonymous algorithm that solves the
distributed decision problem Arr, namely, the problem of deciding whether
a given labeled graph is an input instance of II. Denote the class of such
problems II by GRAN (standing for Genuinely solvable by Randomized
algorithms in Anonymous Networks).
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Classic distributed symmetry breaking problems such as maximal in-
dependent set and graph (1-hop) coloring are known to be in GRAN. Com-
mon to these two problems is the local nature of their symmetry breaking
challenges.! While the 2-hop variant of graph coloring is still solvable
by randomized anonymous algorithms and thus, belongs to GRAN, it is
not difficult to show that this no longer holds for its k-hop variant for any
k > 2. (In fact, the same can be said for maximal independent set under a
natural extension to k-hop variants that are not discussed in this chapter,
cf. [83].) Is this a coincidence? Does GRAN contain problems that require
(systematic) symmetry breaking between nodes which are more than two
hops apart? This chapter’s main result provides a negative answer to
these questions.

Theorem 3.1. If II € GRAN, then II° is solvable by a deterministic
anonymous algorithm.

3.2 Related Work

The seminal work by Angluin [7] established the connection between com-
putation in networks and factors/products of graphs (see Section 3.3 for a
definition) and marks the beginning of history for distributed computabil-
ity theory. Her work employs a lifting technique from a graph to its prod-
ucts to establish impossibility of leader election (and equivalent problems,
e.g., assigning IDs), even under the assumption of Las-Vegas algorithms.
As stated in [57] graph products also characterize recognizable cases for
graph rewriting systems, a localized model for distributed computation.
Fibrations, i.e, a related generalization for directed graphs (see [35] for
an extensive overview), were found to characterize problems solvable by
self stabilization (a possibly incorrect output stabilizes to a correct one)
in [36]. The lifting technique also plays a key role in our proof of Theo-
rem 3.1.

Product graphs are also studied in their own right (see, e.g., [13,74]),
also products obtained from a random process [6]. For a graph G the

! Despite the inherent locality of the notions of maximal independent set and
coloring, the results of [73,76] show that the corresponding distributed computational
tasks cannot be solved in constant time.
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universal cover U(QG) (cf. [7]) is a (possibly infinite) product of G closely
related to the depth-infinity local view. (The un-rooted tree U(G) can
be obtained from Lo (v) of any node v in G by (1) for every vertex z
in Loo(v) pruning z’s child corresponding to z’s parent; and (2) making
every edge in the resulting tree undirected.) In Section 3.4 we apply the
result of Norris [86] that isomorphism in U(G) up to depth |V|—1 implies
isomorphism to all depths to obtain a finite representation of a specific
factor of G.

There is a line of research investigating (mock-anonymous) problems
where the input instances permit leader election. For example, electing a
leader in a ring network is possible if the size n of the ring is known [66,67].
Later it was found that a (2 —e)-approximation of n is enough [1], even in
general networks [88]. The impact of prior knowledge (e.g., the network
size) on the solvability of various problems was studied in [33,95]. We
restrict ourselves to problems in GRAN, which rules out cases that permit
leader election.

Electing a leader with a Monte-Carlo algorithm (a randomized algo-
rithm that is allowed to fail) was studied in rings [66,67] and in general
graphs [3,87]. Recently, the problem was found to be solvable with high
probability (i.e., with probability 1 — n~° for any ¢ > 1, w.h.p. for short)
in [82]. Since electing a leader and assigning IDs are equivalent, any dis-
tributed problem solvable with IDs is w.h.p. solvable in an anonymous
network. On the other hand it is known that some symmetry-breaking
problems, e.g., MIS [5,78] or coloring [76], are in GRAN. It is thus a natu-
ral question to ask what exactly distinguishes Las-Vegas algorithms from
deterministic ones. We find that a 2-hop coloring suffices to completely
characterize the capabilities of a Las-Vegas algorithm solving a GRAN
problem.

Anonymous networks and electing a leader therein also plays a major
role in self-stabilization research, e.g. [43]. Self-stabilizing leader elec-
tion is possible with population protocols (nodes are controlled by asyn-
chronous finite state machines, cf. [9]) if the network is a ring [29]. In
the presence of an oracle the problem becomes solvable also in general
networks, however, the required oracle is impossible to implement as a
population protocol [28]. We hope that our contribution may also play a
role towards a better understanding of randomization in self-stabilization
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(cf. [44,75]).

Naor and Stockmeyer [84] introduced the notion of locally checkable la-
belings (LCL), a labeling that can be checked by a deterministic constant-
time algorithm in a network with IDs. With IDs a randomized constant-
time algorithm cannot solve more LCLs than a deterministic one. This is
in contrast to the anonymous model, where the run-time is unbounded but
finite and a deterministic algorithm requires a 2-hop coloring to replace
randomization. The impact of having/not having identifiers on verifying
a proof (solution) to a decision problem was studied in [68], and the au-
thors observe that the existence of a uniquely determined leader cannot
be verified without identifiers. A hierarchy of decision problems in terms
of bit complexity required for a proof is established in [60]. In [53, 54]
Monte-Carlo algorithms for decision problems are studied in networks
with unidentified but distinguishable nodes and a strict hierarchy depend-
ing on the success probability is found. We utilize the notion of decision
problems to characterize the problem class GRAN.

The notion of a 2-hop coloring (also referred to as distance-2 color-
ing) has been used to assign frequencies in radio networks [71], to solve
optimization problems in parallel on shared memory computers [56], and
to emulate Turing machines in population protocols [8]. The related k-
local election problem, where a local leader needs to be unique only up
to distance k, was studied in an asynchronous model in [83]. A solution
to the 2-hop coloring problem can already be found in the weak model
of [47], where nodes are controlled by finite state machines. Minimizing
the number of colors in a k-hop coloring is, however, N'P-complete for any
k > 1 due to a result in [81]. We would like to note that port numbers
are not necessary under the assumption of randomized algorithms. Since
each node v knows its degree a 2-hop coloring can be found even without
port numbers and by including the sender’s color in every message missing
port numbers can be emulated. We show that a 2-hop coloring uniquely
determines a graph’s prime factor.

3.3 The Case for Infinity

Before presenting the proof of Theorem 3.1, we state and prove a slightly
easier variant of it that captures some of its main ideas. To that end,
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for the moment, assume the following rather strong infinity model for
anonymous computation. Fix some problem II, let II° be its 2-hop col-
ored variant, and let I¢ = (V, E,i,c) € II° be some input instance. An
algorithm under the infinity model is fully specified by a function A.
from the set of depth-infinity local views to the possible output labels.
The algorithm sets the output of node v € V' to be 0(v) = Ao (Loo(v)),
namely, it applies the function Ae t0 Loo(v) and uses the returned image
as the output of v. We shall use Ao to denote the algorithm under the
infinity model as well as the function that lies at its heart. Disregarding
computability issues of A for the moment, we say that A solves II°
if the labeling o satisfies o € II°(I°). Note that the infinity model in-
volves neither communication nor randomization. In other words, node
v’s output is completely determined by Loc(v) in which the vertices are
only marked with input labels and a 2-hop coloring. The remainder of
this section is devoted to proving the following theorem.

Theorem 3.2. IfII € GRAN, then II¢ is solvable in the infinity model.

A key ingredient of our proof for Theorem 3.2 is the notion of an
infinite view graph G of a 2-hop colored graph G.

Definition 3.1. Let G = (V, E,¢) be a 2-hop colored graph. We define
the infinite view graph Goo = (Voo, Eco,loo) of G by identifying Lo (v)
with ¥ and setting

Voo :={V:v eV} (the different depth-infinity local views in G),
Eo = {(%W,9) : (u,v) € E},
loo (D) = £(v)

Note that |Voo| < |V|, where the inequality is strict when different
nodes in G have the same depth-infinity local view For example in the
graph Cg from Figure 3.1 the local views of nodes with the same color are
equal.

For the remainder of this section, fix some problem IT € GRAN; let Agr
be a randomized anonymous algorithm solving I1, and let I = (V, E, i, ¢)
be some input instance of II°. We would like to construct an algorithm
Ao that solves I1¢ under the infinity model. The idea behind Ao is to
perform the following three steps for each node v € V:
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(i) construct the infinite view graph IS, = (Vo, Eoo, foo; Coo) from Lo (v);
(ii) simulate a specific terminating execution of Ag on J = (Voo, Foo, ico);
and
(iii) use the output of node ¥ in that simulation as output for node v.
‘We now turn to explaining these three steps in detail.

3.3.1 Constructing IS

Consider Lo (v, I€) for some node v € V. For every node u € V, the local
view Loo(u) appears as a sub-tree in Loo(v). Conversely, every depth-
infinity sub-tree of Loo(v) is the depth-infinity local view of some node
(or nodes) in V. Therefore, the set of all depth-infinity sub-trees of Lo (v)
is exactly the node set of I’s infinite view graph IS,. Moreover, (u,u’)
is an edge in I°¢ if and only if Lo (u’) appears as a sub-tree of Loo(u)
rooted at a child of Loo(u)’s root. In other words, IS, can be uniquely
constructed from Lo (v).

Algorithm A. and its analysis relies on a canonical representation of
the depth-infinity trees Loo(u), namely, fixing the order of the vertices in
each depth-level. For that purpose, it suffices to fix a total order among
the children of each vertex. Such a total order follows immediately by
noticing that since I is 2-hop colored, every two siblings must have dis-
tinct marks. Using these canonical representations, two depth-infinity
local views can now be compared level by level, thus implying a total
order on Vuo; let 1, ..., %, be the nodes in Vo indexed according to this
total order.

3.3.2 Simulating Ar

The second step in A is to simulate an execution of algorithm Ag, the
randomized anonymous algorithm solving II. More precisely, multiple
executions of Ar will be simulated on the input J = (Voo, Eso,i00). A
t-round simulation o of Ag on J (corresponding to executing Agr on J
for ¢ rounds) is fully determined by an assignment b : Voo — {0,1}" of ¢
random bits to every node in V. We refer to this simulation o as the
simulation induced by b. The simulation o is said to be successful if every
node ¥ € Vo produces an output under o.
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It will be essential for A.’s correctness that all nodes in I¢ choose the
same simulation of Ag on J — i.e., the same assignment b — to determine
their output. This will be accomplished by using the total order on Vo, to
fix a total order among the possible assignments b : Voo — {0,1}". To that
end, given two assignments b1,b2 : Voo — {0,1}%, b1 # ba, the relation
b1 < bs holds if and only if (bl(%a), ceey bl(%k)) < (bz(ﬁl), ey bQ(ﬁk)),
where the latter comparison is done lexicographically. For convenience,
we extend the total order on the assignments b so that it also covers
assignments b1 : Voo — {0,1}** and b2 : Voo — {0,1}%2, 1 # t2, by
defining that b1 < b2 holds if and only if ¢1 < t2.

Assuming that there exists a successful simulation of Agr on J, algo-
rithm Ao selects the successful simulation induced by the smallest assign-
ment b : Voo — {0, 1}t. We denote this simulation by o and summarize
in the following lemma.

Lemma 3.2. If algorithm Ag returns an output when executed on J, then
in Aso, all nodes select the same successful simulation oo .

3.3.3 The Output of A,

The output value 0(v) = Ao (Loo(v)) of node v € V is set to the output
produced by node ¥ in simulation o of Ag on J. For that to be well de-
fined, there must exist an execution of Ar on J in which every node ¥ pro-
duces an output (leading to a successful simulation). We establish the ex-
istence of such an execution by using the well-known lifting lemma [7,34] to
assert that J € II and thus, guarantee that a terminating execution of Agr
on J exists. This requires developing a better understanding of the infinite
view graph’s fundamental properties based on the notion of factor graphs.

Factor Graphs and 2-Hop Colorings

The central concept of our analysis is that of factor/product graphs.? For
two labeled graphs G = (V, E,¢) and G’ = (V',E',{), we say that G’

2 Our notion of product graphs should not be confused with binary operations on
two graphs referred to as graph products. The unlabeled counterpart of the concept of
product graphs is often called graph lifts, or covering graphs in the existing literature.
We extend the definition presented in [58] to incorporate node labels. Note that
changes are required when considering non-simple or undirected graphs.
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is a factor of G and that G is a product of G’ if there exists a function
f:V — V' referred to as a factorizing map, that satisfies:
(i) the mapping f is surjective (onto);
(ii) f respects the labeling functions, that is, £(v) = ¢'(f(v)) for every
node v € V; and
(iii) f is a local isomorphism, that is, for every node v € V, the restriction
flr(w) is a bijection onto I'(f(v)).
We shall use the notations G’ <y G (and G =; G’) to denote that G’ is
a factor of G (and G is a product of G’). The role of the factorizing map
f is sometimes emphasized by saying that the factor/product is induced
by f. Refer to Figure 3.2 for an illustration.

020,0,0,0,0,0,0,0, 0,0, 08"

f

WA

Figure 3.2: The labeled graph Cs is a factor of C'12 induced by the factorizing
map f (and Ci2 is a product of Cg). Similarly, the labeled graph Cj3 is a factor
of C¢ induced by the factorizing map g.

It is known that |V| = m - |[V’'| for some positive integer m (see,
e.g., [58]). If m = 1, then the factorizing map is bijective and both
G' =%y G and G <;-1 G’ hold. In that case, we refer to the two labeled
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graphs G and G’ as being isomorphic (since f is a graph isomorphism
that respects the node labels) and write G 2 G’ or G = G if the specific
bijection is not relevant. Moreover, it is well-established that if G =7 G’,
then the graphs G and G’ are indistinguishable from the perspective of a
node v in G or G’ (see, e.g., [86]) as cast in the following fact.

Fact 1. Let G,G’ be two labeled graphs. If G =; G’, then Lo (v) =
Loo(f(v)) for every node v in G.

It follows from Fact 1 that the factor of a 2-hop colored graph is also
2-hop colored. Let G = (V, E,£) be a 2-hop colored graph and let Go =
(Voo Eso, o) be its infinite view graph. Lemmas 3.3 to 3.5 establish
some important properties of G and Go. These three lemmas can be
derived from the results on graph fibrations presented in [35] using an
intricate construction. (we briefly sketch this connection in Section 3.5);
for completeness, we also present stand-alone proofs. Our first Lemma 3.3
establishes that G is a factor of G induced by the factorizing map foo :
V — Vs that maps v to ¥; we subsequently refer to foo as the infinite
view (factorizing) map of G.

Lemma 3.3. Let G = (V, E,{) be a 2-hop colored graph, and denote by
Goo = (Voo, Eoo, €o) its infinite view graph, and fo : V — Vo the infinite
view map. Then, G is a factor of G induced by fso, i.e., Goo =5 G.

Proof. We show that fo, is a factorizing map inducing the factor G
by verifying the properties required in the definition of factor graphs.
(1) The function fo : V — Vi is surjective by the definition of V.
(2) For every v € V, the labeling functions satisfy £(v) = loo(foo(v))
by the definition of f. (3) Bijectivity of foo|r() for every v € V is
established by showing that foo|r(v) is injective and surjective separately.

To see that foo|r(w) is injective, observe that two nodes u1,u2 € I'(v),
u1 # ug, have different labels ¢(u1) # £(u2) since £ is a 2-hop coloring.
Property (2) thus ensures that foo(u1) # foo(u2), i€., foo|r(v) is injective.
Denote by ¥ the node foo(v) and let @ be some neighbor of ¥ in Goo. It
follows from the definitions of E., and local views that the tree ¥ is a
sub-tree rooted at a child of ¥’s root vertex. Thus, G admits some node
u € I'(v) with Loo(u) = % and the function fe satisfies foo|r(v)(u) = .
Hence, foo|r(v) is also surjective. O
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A labeled graph G is called prime (cf. [35]) if all factors of G are
isomorphic to it. For example, the labeled 3-cycle Cs in Figure 3.2 is
prime, whereas C12 and Cg are not. Both C'12 and Cs have C5 as a prime
factor. Lemma 3.4 states that the only prime factor of a 2-hop colored
graph G is its infinite view graph (indeed, Cs5 is isomorphic to the infinite
view graph of C12 and Cs).

Lemma 3.4. If G is a 2-hop colored graph, then the infinite view graph
Goo 18 the unique prime factor of G (up to isomorphism,).

Proof. Let G and G’ be 2-hop colored graphs with G’ <y G. To establish
the statement we show that G’ is either isomorphic to G or not prime.
The key to our proof is to show that G and G’ have the same infinite view
graph; this establishes the assertion due to Lemma 3.3.

To that end, let Goo = (Vioo, Foo,foo) and Goy = (Vio, Ely, L) be
the infinite view graphs of G and G’, respectively, i.e., Goo <s.. G and
G, =5 G’. Fact 1 implies that V., = V.. The construction of E
guarantees that an edge (4,?7) is in Fs if and only if ¥ is a sub-tree
rooted at one of the children of %’s root. Since V., = V., the same edge
is also in E.., and vice versa, every edge in E. is also in E.. Therefore,
it also holds that E., = Es. Finally, observe that £ (@) and €5, (@") for
any nodes W € Voo and @' € V., respectively, are completely determined
by the marks attributed to the corresponding root vertices of W and @'.
We conclude that (Voo, Eoo, loo) = (Vi, Ebo, le), i-e., Goo = Gl O

Note that the previous Lemma 3.4 does not hold for arbitrary graphs
G, since, e.g., the uncolored 12-cycle has two distinct prime factors,
namely, the 3-cycle and the 4-cycle. In prime 2-hop colored graphs how-
ever, based on the following key lemma, we can use Lo (v) of node v in a
prime 2-hop colored graph G as the alias of v in G.

Lemma 3.5. Let G = (V, E,{) be a prime 2-hop colored graph and con-
sider some u,v € V. Then, u = v if and only if Loo(u) = Loo(v).

Proof. Let G = (V, E,{) be a prime 2-hop colored graph and let u,v € V
be two nodes in G. Since the “only-if” direction is true by the assumption
u = v, we only need to show that Loc(u) = Lo (v) implies u = v. To that
end, consider the infinite view graph Goo = (Vo, Foo, o) of G and assume
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for the sake of contradiction that Loc(u) = Loo(v) in G but u # v. By
the definition of G, this implies that |Vo| < |V| and thus, Lemma 3.3
guarantees that G admits a non-trivial factor, in contradiction to the
assumption that G is prime. O

Establishing the Output’s Validity

Getting back to A, we have shown that the graph IS, constructed by A
(independently, at every node v) satisfies IS, <7 I°. (Recall that I° =
(V, E,i,c) is an input instance of II’s 2-hop colored variant II¢ and that
I = (V,E,i) is the corresponding input instance of II.) Algorithm Ae
simulates algorithm Ag on the input J = (Vao, Foo,icc). Since IS, =<y
1¢, the input instance I satisfies J <y I with the same factorizing map
oo

We argue that J is an input instance of II. Indeed, as II is genuinely
solvable, there exists a randomized anonymous algorithm B that decides
whether a given labeled graph is an input instance of II. By the lifting
lemma, B cannot distinguish J from I (cf. [7,34]), hence the fact that
I € II implies that J € II, as required.

It follows that Agr returns a correct output when executed on J, thus
Lemma 3.2 ensures that the same successful simulation o is selected
by every node. Employing the lifting lemma once more, we conclude
that the simulation obtained by lifting o from nodes in V. to nodes
in V' corresponds to a possible execution 1 of Ag on I (cf. [7,34]). The
output labeling that A produces for the input instance I¢ is exactly
the output labeling produced by n in I and since the latter is valid, the
former must also be valid by the definition of problem I1¢, thus establishing
Theorem 3.2.

Since the description of A involves trees of infinite depth, one may
wonder whether it can be replaced by a “real” algorithm. This issue is
addressed in the next section, where we also establish Theorem 3.1.

3.4 Dealing with (In)finity

Recall that under the infinity model introduced in Section 3.3, each node
v in the graph essentially receives Lo (v). This luxury, of course, cannot
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be realized in a standard anonymous algorithm, where node v can only
obtain Lg4(v) for finite values of d. Nevertheless, in this section we show
how the algorithm presented in Section 3.3 can be adapted to finite depth
local views. A key ingredient in this adaptation is the following theorem
established by Norris [86].2

Theorem 3.3 (Norris [86]). Let G be a labeled graph with n nodes. The
local view L (v) fully determines Loo(v) for every node v € V.

Employing Lemma 3.5, we obtain the following corollary that facili-
tates the usage of depth n local views as aliases for the nodes in an n-node
prime 2-hop colored graph (instead of the depth-infinity local views that
were used in Section 3.3).

Corollary 3.6. Let G = (V, E,{) be an n-node prime 2-hop colored graph
and consider some u,v € V. Then, u=v if and only if Ln(u) = Ln(v).

Consider a 2-hop colored graph G = (V, E,£) and denote by n = |V|
the number of different depth-infinity local views in G. For a node v € V|
denote by ¥ = L,(v) the depth-n local view in G. The graph G. =
(Vi, Ex, 0)), where Vi = {0 : v € V}, E. = {(4,0) : (u,v) € E}, and
£.(0) = £(v) is called the finite view graph of G. The following corollary
is established due to Theorem 3.3, where f, is the depth-n truncating
function that truncates every depth-k local view, k > n, to depth n, i.e.,

fn(T) = 2.
Corollary 3.7. For a 2-hop colored graph G, it holds that G« =y, Go.

The graph G. can thus serve as a canonical representative for its equiv-
alence class under the equivalence relation . This is crucial because in
contrast to G, the graph G, has a finite bitstring representation. Fur-
thermore, each node v in a 2-hop colored graph G can identify its corre-
sponding node in G, within n = |V,| rounds of the execution.

3 The result in [86] is described in terms of the depth n — 1 sub-trees of a graph’s
universal cover. To prove the corresponding statement for depth-n local views the
same refinement argument can be made.
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3.4.1 Algorithm A,

Fix some problem II € GRAN and randomized anonymous algorithm
Agr that solves II. Let II¢ be the 2-hop colored variant of IT and let
I1° = (V,E,i,c) € II° be an arbitrary input instance of II°. To establish
Theorem 3.1, we present a deterministic algorithm A, that solves I1¢. Al-
gorithm A, resembles algorithm A. presented in Section 3.3, however,
the graph IS, is replaced by its finite representation IS utilizing Corol-
lary 3.7.

Algorithm A., described from the perspective of an arbitrary node
v € V, proceeds in phases indexed by the positive integers. Throughout
the execution of A, node v keeps track of an initially empty bitstring b(v),
where the value of b(v) for phase p+1 is determined during phase p. It will
be convenient to denote by b” the labeling function derived from the values
b(v) in phase p by setting b”(v) = b(v) for phase p. Correspondingly,
we denote by I? = (V, E,i,c,bP) the graph obtained by augmenting I°¢
with the labeling . In each phase p, every node v invokes the three
sub-procedures Update-Graph, Update-Output, and Update-Bits in this
order. We now describe each sub-procedure individually. For convenience,
we also include a pseudo-code style description of A, in Figure 3.3.

Update-Graph. We say that a labeled graph G = (V, E, i, ¢,b) is a can-
didate for phase p if it satisfies the following three conditions:

Cl. V| <p;

(2. there exists a node © € V such that L, (8, &) = Ly (v, I?); and

C3. (V, E.1, ¢) is an input instance of II°.
Denote by F the set containing the finite view graphs of all candidates
for phase p. In phase p, node v computes L,(v, I?) (requires p rounds)
and based on that, constructs the set F.

Note that the set F can be totally ordered in a predetermined way. To
see this, observe that for any finite view graph G, = (Vi, E,, £.), the set Vi
can be totally ordered in a predetermined way similarly to the order used
in Section 3.3.1. This total order on Vi fully determines a representation
of G, as a finite bitstring s = s(G+) (encoding the ordinal number and
label of every node as well as every edge in G.). Given two finite view
graphs G, = (Vi, E.,¢.) and G, = (V], E, [l,), we write G. < G, if
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either |Vi| < |V{| or |Vi| = |V/] and s(G.) < s(G.) lexicographically.

If the set F is empty in phase p, then node v skips the remainder of
this phase Otherw1se Update-Graph selects the smallest finite view graph
G. = (Vi,E.,is,8.,b.) € F. Let G be a candidate that corresponds to
G.. and recall that condition C2. guarantees the existence of a node 4 € V
such that L, (9, Q) = Ly(v, I?). Let © = Ly(, &), where ¢ = |V.|, be the
node in V, that corresponds to v.

Update-Output. Node v simulates Ar on the instance J = (V*,E*ﬂt*)
using the bitstrings provided by b. as a replacement for Ag’s random
bits. Recall that b, corresponds to the bitstring assignment b in some
candidate G and as such, reflects the bitstring assignment b” of I”. Since
b may assign bitstrings of varying lengths to the nodes in V, by may
also assign bitstrings of varying lengths to the nodes in V.. Therefore,
the simulation of Agr on J, denoted by o, lasts for | rounds, where | =
min{length(b. (%)) : & € Vi.} is the length of the shortest bitstring assigned
under b, to the nodes in V.. If the simulation o is successful (recall the
definition of a successful simulation in Section 3.3.2), then Update-Output
sets v’s output to the value returned by node ¥ in o.

Update-Bits. The task of Update-Bits is to update the value of b(v),
extending it to a bitstring of length p. An assignment bV, — {0,1}*
is said to be a p-extension of b, if the bitstring b. (i) is a prefix of b’ (1)
for every node 1 € V.. Let B be the set of p-extensions of b, that induce
successful simulations of Ar on J = (Vi, E., ix).

If B is empty, then b(v) remains unchanged. Otherwise, the prede-
termined total order on V; implies a predetermined total order on B —
let bmin be the smallest bitstring assignment in B according to this total
order and update the bitsring b(v) so that b(v) < bmin (D).

3.4.2 Analysis

In our effort to prove Theorem 3.1, we need to show two things: (1) algo-
rithm A, terminates; and (2) the output produced by A, is valid. We use
the same notation as in Section 3.4.1 to denote the various graphs involved
with A.. Recall that the description of A, in Section 3.4.1 is provided
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from the perspective of node v in phase p and when necessary, we explic-

itly mention p and/or v by adding them as a superscript. Specifically,

let

o I = (VP EY %, cE L) be the finite view graph of I7?;

o FP¥ be the set of finite view graphs from Update-Graph;

o« GPY = (Vf’v,Ef’v,%f’v,éi”v,l;f’v) € FP" be the finite view graph se-
lected by Update-Graph;

o 9P be the node in V"’ corresponding to v;

o JPU = (Vf’”, Ef’”, gf’“) be the graph used to simulate Ag in Update-
Output; and

e 0PV be the corresponding simulation of Ag on J?* induced by b2".

We further denote by I = (Vi, Ex, ix, ci) the finite view graph of I¢ and

set n = |V4].

Termination. Recall the node © in a candidate G promised by condition
C2.; we henceforth also refer to the node ¢ in the finite view graph of G
that corresponds to ¥ as being promised by condition C2.. Our analysis of
A, begins with the following insight regarding the graphs in 77 which
follows from Corollary 3.6 as [V < p.

Corollary 3.8. Consider some G. = (V,{,EAL,%L,é;,A;) € FP and let
o € VI be the node promised by condition C2.. Then, L,(0,G.) =
Ly(v, IP).

Denote by H?'Y = (VPV, EPV 32V ¢V the graph obtained from G2
by ignoring the labeling b%'”. To establish that A, terminates, we show
that the graph HY"” “converges” towards I as cast in the following lemma.

Lemma 3.9. There exists some q such that for every phase p > q, the
graph HYY satisfies HYY = IS for all nodes v € V.

The difficulty in proving Lemma 3.9 is that the finite view graphs
G2 are constructed based on the local views in (V, E,i,c,b?) rather
than (V, E,i,¢) — in particular, the labels b”(v) are constantly chang-
ing. Observe however that in A., the value b***(v) depends solely on
Ly(v,I?). This means that for every two nodes u,v € V and phase p, if
Ly(u, I?) = Ly (v, I?), then b (u) = bP"*(v). By induction on p, we con-
clude that Loo(u, I”) = Loo(v,I?) if and only if Lo (u,I¢) = Loo (v, I€).
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In other words, nodes indistinguishable without the labeling ¥ are also
indistinguishable when the labeling b is included. This immediately im-
plies that in every phase p, the graph obtained from IZ, by ignoring the
labeling b is isomorphic to IS,, which derives the following observation

due to Corollary 3.7.

Observation 3.10. For every phase p under algorithm A., it holds that
(‘/*P’ Ef’ Zi)? ng) = I:j .

Utilizing Observation 3.10, Lemma 3.9 can be established by showing
that G2 = I¥. The following Lemma 3.11 assures that I? is among the
candidates in all phases p > n.

Lemma 3.11. If p > n, then the set FPV contains IY for every node
veV.

Proof. We establish the assertion by showing that I? (or a graph iso-
morphic to it) is a candidate for phase p, noticing that (I¥), = I¥. By
Observation 3.10, we conclude that |[VP| = |V¥| = n < p, thus condi-
tion C1. holds. Since I? is a factor of I”, Fact 1 guarantees that node
0 = Ln(v,I?) € VP satisfies L,(0,I2) = Ly(v, I?), thus condition C2.
holds as well. As already argued in Section 3.3.3, the lifting lemma guar-
antees that I, is an instance of I1°, therefore by Corollary 3.7, so is IZ,
implying that condition C3. holds which completes the proof. O

Lemma 3.11 confirms that IZ may be selected by Update-Graph if
p > n. It remains to show that there is a phase p in which IY will be
selected by Update-Graph. The following Lemma 3.12 confirms that the
latter occurs if p > 2n, thus establishing Lemma 3.9.

Lemma 3.12. If p > 2n, then G2 = I? for all nodes v € V.

Proof. Lemma 3.11 guarantees that I? € FP¥ for every node v € V. The
assertion is established by showing that I? is the smallest graph in F?*
according to the total order used in Update-Graph.

Let G, = (f/,:7 Ai,f;,é’*,l};) € FPV be the finite view graph of some
candidate G’ and set n’ = |Vi|. Assume for the sake of contradiction
that G. < I”. This implies that either (1) n’ < n; or (2) n’ = n and
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s(G,) < s(I?). We will show that neither (1) nor (2) hold and thus,
contradict G, < IP.

To that end, let &/ € V! and © € VP be the nodes in G, and IZ,
respectively, promised by property C2.. Since |VF| = n and |V/| = n' < n,
it follows that the diameter of both I? and G; is at most n — 1. Since
p > 2n, the local view L, (9', G}) contains the sub-tree ' for every u’ € V/
and each distinct depth-n’ sub-tree of L, (', G".) corresponds to a different
node @' € V/. Similarly, the local view L, (9, I?) contains the sub-tree 4 for
every u € V? and each distinct depth-n sub-tree of L, (¢, IZ) corresponds
to a node 4 € V2.

Corollary 3.8 guarantees that L,(0',G%) = Ly(v,I?) = L,(0,17).
Therefore, the depth-n’ truncating function f,, maps every node u € V¥
to a node in V/. It follows by the definition of local view that G =t 1P,

If n’ = n, then f, is the identity function, hence G’ = I?, in con-
tradiction to the assumption that G. < I?. If on the other hand n’ < m,
then (. is a non-trivial factor of I?, contradicting the fact that the finite
view graph I? is prime. The assertion follows. (|

Consider some node v € V' and phase p > 2n. Lemma 3.12 guarantees
that the graph J”” on top of which the simulation 0" is carried out is in
fact (Vi, Ex,i.) — denote this graph by J. The design of Update-Graph
ensures that J € I and the reasoning from Section 3.3.2 can be applied
to show that all nodes v € V' perform the same simulation ¢”* on J —
denote this simulation by ¢? and let b : Vi — {0,1}" be the bitstring
assignment that induces o”.

Let z be the smallest integer z > 2n so that there exists a z-extension
of b?" that induces a successful simulation on J and let b’ be the small-
est such z-extension according to the predetermined total order on the
bitstring assignments. Notice that the integer z is well defined since Agr
is guaranteed to produce a correct output with probability 1. The de-
sign of Update-Bits ensures that in phase z, every node u € V updates
b(u) « b (1), where 1 is the node in Vi that corresponds to u. The design
of Update-Output then ensures that in phase z + 1, all nodes set their
outputs according to the successful simulation o+, thus establishing the
termination of A, as cast in the following lemma.

Lemma 3.13. In phase z + 1, all nodes v € V' set their outputs A.(v).
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Correctness. It remains to show that the output produced by A. is
correct. Denote by of(v) the output of node v € V in phase p of A.,
where we use the designated symbol € to indicate that v does not return
any output in phase p, writing o”(v) = e. Intuitively, we establish the
correctness of A, by arguing that there exists an execution 1 of Ar on
I = (V, E,i) such that for every node v € V and integer 1 <p < z+ 1, if
o (v) # €, then the output of node v in round p under 7, denoted by o} (v),
is of (v) = 0”(v). (In fact, the execution 7 is obtained by lifting o> from
V. to V.) The correctness of A, then follows from the correctness of Ag.

Lemma 3.14. For any phase p, if node v returns an output of (v) # € in
phase p, then of (v) = oh(v).

Proof. Let p be a phase, and suppose that node v € V sets its output
in phase p to of(v) # €. Since v sets of(v) in phase p, the graph G2
is defined and the simulation o?“ of the randomized algorithm Ag is
successful. With that in mind, let ¢ be the length of o””, and let 1 be the
execution of Ar on I = (V, E, i) obtained by lifting " from Vi to V.
The goal now is to show that o (v) = o} (v).

Note that for any k£ > 0, the first k rounds in n are fully determined
by the first k random bits of each node u € V' and their respective input
values. More specifically, the first £ rounds in 7 for a single node v are fully
determined by L (v, I) and the first k£ —i bits replacing the random bits of
each node u € H'(v), 0 < < k, where H’(v) the set of all nodes at most
i hops away from v, i.e, H’(v) = {v} and H*T' (v) = H'(v) UT(H'(v)) for
every ¢ > 0.

The construction of J”* ensures that L, (0", J»") = L,(v,I). More-
over, for every u € HP(v), there exists a node @ € V¥ such that the
bitstring assigned to @ satisfies b2 (4) = bP(u). Since v sets oP(v) in
Update-Output, the simulation 0" is successful and thus, the length of
b2 (1) is at least t. The design of Update-Bits ensures that b”(u) is a
prefix of "1 (u) for every phase p and node u € V. Therefore, the first
t —i bits assigned to node u € H*(v), 0 < i < t are the same ¢ —i bits that
are used in the first ¢ rounds of . We conclude that in n node v returns
the output of,(v) = o”(v) at node v in round p. O

Lemma 3.14 is sufficient to establish the correctness of A, as well: Us-
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ing the same line of arguments as in Section 3.3.3, once more invoking the
lifting lemma, one can show that the output obtained by lifting the output
of simulation ¢**! is valid for I (and I¢). By combining Lemmas 3.13
and 3.14, Theorem 3.1 now follows.

3.5 Fibrations and 2-Hop Colorings

Boldi and Vigna [35] extensively study the notion of fibrations, roughly
speaking a generalization of factorizing maps to edge-colored directed
graphs (refer to [35] for an exact definition). A special case the two
authors study are deterministic (edge) colorings which require that for
every node, all out-edges must be colored differently. In this section we
wish to highlight a connection between our observations regarding 2-hop
colored graphs in Section 3.3 and deterministically edge colored directed
graphs. In the following, we write undirected as well as directed edges as
tuples (u,v). It will be clear from the context whether we are referring to
a directed or an undirected edge.

Let G = (V, E,c) be a 2-hop colored undirected graph, and consider
the edge colored directed graph H = (V', E’, ¢’) obtained by (1) choosing
V' = V; (2) adding two directed edges (u,v) and (v,u) to E’ for every
undirected edge (u,v) € E; and (3) setting ¢’(e) = {(c(u), c(v)) for every
directed edge € = (u,v) € E’. In the terminology of [35], the graph H is
symmetric, since for every edge (u,v) a symmetric edge (v,u) is present.
Moreover the edge coloring ¢’ is deterministic, and ¢’ respects the edge
symmetries since for every edge e = (u,v), colored {c1, c2), the symmetric
edge € = (v,u) is colored (c2,c1). We call the graph H obtained from G
in this manner as being G’s directed (edge colored) representation. Note
that reversing the construction, in hope to obtain a 2-hop colored graph, is
not possible for general deterministically edge-colored symmetric directed
graphs.

Observe that a fibration ¢ : H — H’, where H and H’ are directed
representations of two graphs G and G’, translates to a factorizing map
f: G — G as defined in Section 3.3, and vice versa. One can use this
connection to derive the statements from Section 3.3 from the results
presented in [35].
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Algorithm: A, a deterministic algorithm solving II¢ at node v
> Initialization of variables for node v:
(V*, E, i, b, B*) <+ the empty labeled graph.
0 + NULL
b(v) « the empty bitstring
for phase p <+ 1,... do
Update-Graph(p)
Update-Output(p)
Update-Bits(p)
end
end
Procedure Update-Graph(p):
L+ Ly(v,IP) > b(v) is treated as a labeling function
construct the set F of candidates for phase p
if 7 =0 then
| skip phase p
end
else
G. = (\A/*, E. ., b, 3*) < the smallest graph in F
G= (\A/7 E.i,e, B) + a candidate that corresponds to G,
 + the node © € V such that L,(9,G) = Ly (v, I?) as
assured by C2.
q + |Vi]
¥ + the node © = Lq(6,G) € Vi with L,(6,G) = L
end

end
Procedure Update-Output (p):
o < the simulation of Ar on (Vi, E.,.) induced by b.
if o is successful then set o(v) to be the output of ¥ in o
end
Procedure Update-Bits (p):
B« {b:bis a p-extension of b., and the simulation of Agr on
(Vi, Ex,1+) induced by b is successful}
if B # () then
bmin < the smallest b € B
b(v) 4= bmin (V)
end

end

Figure 3.3: The deterministic algorithm A, that solves IT¢.



The Cost of Randomness

We have seen that in an anonymous network, symmetry breaking tasks
can only be solved if randomization is available. But how many random
bits are required to solve any such task? As it turns out, the answer to
this question depends on the desired runtime of the algorithm.

Consider, for example, the fundamental symmetry breaking problem
of graph coloring, where the goal is to assign colors to nodes so that
every two neighbors get a different color. In a complete network, i.e.,
when every node is connected to all other nodes, a unique color must be
used for every node. Therefore, for complete networks the answer is at
least logn random bits. One result of our work is that in expectation
Q(logn) random bits are required even if every node in the network has
at most 3 neighbors. Moreover, we establish that O(logn) random bits in
expectation are also sufficient to solve all tasks in any network.

Alongside this random bit complexity, we consider the runtime required

7
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to solve such tasks. Increasing the runtime allows one to draw the ran-
dom bits more carefully, thus reducing the number of unnecessarily drawn
random bits. Conversely, drawing random bits more generously enables
faster runtime. We study how exactly the random bit complexity relates
to the runtime.

More precisely, we show that there is an efficiency trade-off between
the runtime and the random bit complexity required to solve any task.
Our contribution is to establish asymptotically tight lower and upper
bounds on the achievable trade-off. Those bounds imply that using more
than O(loglogn) rounds to solve a task does not result in a better ran-
dom bit complexity. Since Linial showed that local symmetry breaking
requires roughly log™n rounds [76], we obtain that the interesting cases
occur when the asymptotic runtime is between log® n and loglogn. In the
respective extreme cases, i.e., when the runtime is log™ n or loglogn, our
lower bound states that the random bit complexity is Q(&/n) and Q(logn),
correspondingly, where d is a constant that depends on the runtime.

For the upper bound we devise a randomized scheme that produces
sufficiently many random bits for any anonymous network algorithm. To
this end we introduce the notion of a target function f which specifies
the desired runtime of our scheme, and consider the cases where f(n) is
asymptotically between log* n and loglogn. The trade-off achieved by
our scheme asymptotically matches the lower bound with high probabil-
ity' and in expectation, also for all runtimes f that lie between the two
extremes.

Our scheme is uniform: The algorithm does not require any knowledge
about the network topology, such as its size or diameter. As such, it can
be used to devise new uniform algorithms for classic symmetry breaking
problems by utilizing existing deterministic algorithms. This is due to
the fact that those algorithms often assume IDs, but function correctly
even if those IDs are only locally unique. As one example, consider the
deterministic coloring algorithm from [91] which runs in O(log* n) time on
graphs with bounded growth. By applying our scheme, we obtain a uni-
form coloring algorithm for anonymous networks with the same runtime.
In light of Linial’s lower bound [76] the O(log™ n) runtime is asymptoti-

1We say an event occurs with high probability (w.h.p.) if it occurs with probability
1 — n~ ¢ for any constant c.
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cally optimal. This speed comes at the cost of a relatively high random bit
complexity, which is ©(#n). Note, however, that d is a freely selectable
parameter of our scheme that turns into a constant factor of the runtime
hidden in the big-O notation. If one is willing to sacrifice the asymptotic
runtime, on the other end of the spectrum, our approach allows to solve
the same task in O(loglogn) time using as little as O(logn) random bits.
By tuning the f parameter, any trade-off between the two extremes can
be achieved.

So how can we possibly bound the random bit complexity for any
computable task? The answer to this complexity question can be based
on the computability result presented in Chapter 3, where we saw that a
2-hop coloringis necessary and sufficient to replace access to random bits
in any anonymous network algorithm. We therefore establish our upper
bound by devising a 2-hop coloring algorithm whose runtime and random
bit complexity are tuneable by a target function f and a number d.

4.1 Broadcast Model and Target Functions

Broadcast Algorithms. We consider randomized algorithms that al-
ways return a correct output and have finite expected runtime (Las Vegas
algorithms). In contrast to before, our algorithms run under the syn-
chronous broadcast model, i.e., in every round, each node u sends the
same finite length (broadcast) message to all nodes in I'(u). Moreover,
we assume that the source of random bits for node u is independent from
the source of random bits for any other node v € V. Recall that A is
called deterministic if A does not draw any random bits. Like before, we
restrict ourselves to uniform algorithms, i.e., the nodes are unaware of
any network parameter, e.g., the network size n, nor do they have unique
identifiers (the network is anonymous).

We consider two complexity measures of an algorithm A. (1) The
runtime of A in some graph G is the number of rounds that are executed
until all nodes terminate, and (2) the random bit complexity of A is the
maximum number of random bits drawn by any node during the execution

of A.
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The Target Function f(n). A function f is called a target function if
f is positive, strictly increasing, and continuous. Note that the properties
of a target function f ensure that the inverse target function f~'(n) of
f(n) is well-defined. For easier readability, we denote the inverse function
by gs(n) = f~1(n), or g(n) if f is clear from the context.

The purpose of a target function is to capture the runtime of some de-
terministic algorithm A. The runtime f.(n) of A is positive, but not neces-
sarily strictly increasing in the input size n, nor continuous. However, for
any € > 0, there is a target function f such that f.(n) < f(n) < fi(n)+e,
i.e., f “captures” f. at all integer values n > 1.

4.2 Related Work

The theory of distributed computability began with Angluin’s insight that
leader election is impossible in anonymous rings [7]. A similar impossi-
bility argument can be made for deterministic algorithms that solve local
symmetry breaking tasks, e.g., coloring or MIS, and literally hundreds of
more impossibilities are known [19]. In short, the computational power of
deterministic anonymous network algorithms is limited [84].

Under the assumption of uniform algorithms, the leader election im-
possibility result from [7] extends to the case where randomization is avail-
able. In contrast to that, when randomization is available, there are well
known algorithms that solve the local symmetry breaking problems col-
oring [76] and MIS [5, 78] also in anonymous networks. It is interesting
to note that both randomized MIS algorithms are used to construct com-
pletely derandomized (deterministic) variants under the assumption that
unique identifiers are available. How much randomization an anonymous
network will ever need from a computability perspective can be character-
ized in terms of a 2-hop coloring [46] (presented in Chapter 3). In this
chapter, based on that observation, we tackle the complexity question,
i.e., the random bits and runtime necessary to obtain a 2-hop coloring.
Also outside of anonymous algorithms, randomization has many applica-
tions in distributed computing (cf. [20]), e.g., in agreement [17, 18], self
stabilization [45], and non-uniform leader election [5].

Still, one of the most basic tasks to solve in a distributed setting re-
mains coloring, and often coloring and MIS algorithms go hand in hand.
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As such, they were studied thoroughly (please refer to [26] for an exten-
sive overview), usually aiming to use at most A + 1 (or at least some
small function of A) many colors. Perhaps surprisingly, when identifiers
are available, deterministic coloring algorithms are among the fastest. A
recent series of results by Barenboim, Elkin, and Kuhn [24,27,72] yields a
A+1 coloring in O(A +log™ n) runtime by utilizing a new defective color-
ing technique. The picture is completed by the observation that colors can
be traded for runtime [25], i.e., one can get O(A®+log™ n) for O(A) colors
or O(log A -log* n) for O(A'™#) colors. These deterministic coloring algo-
rithms have in common that they need to assume IDs. Also randomized
algorithms (e.g. [90,91]) often assume IDs and are not uniform, i.e., they
assume knowledge about n or some other global network parameter. Re-
lieving the algorithm from that knowledge, we focus on achieving a good
random bit complexity instead of low number of used colors, and refer to
standard methods (e.g., [59]) to reduce this number. On the other hand,
the O(logn) algorithms for MIS [5,78] and coloring [76] are uniform, and
can be formulated even in very restricted models [92]. We improve on the
runtime at the lowest possible price one needs to pay for that in terms of
random bit complexity.

It is worth mentioning that in the context of self-stabilization [41],
uniform MIS and (2-hop) coloring protocols were studied also for anony-
mous networks. For instance, [93] considers deterministic and randomized
protocols that color paths and rings, and later [61] obtain randomized pro-
tocols for MIS and coloring in arbitrary networks. The recent work [31]
presents a 2-hop coloring protocol for graphs of bounded degree. In the
self-stabilization context, the difficulty lies in dealing with faults. The
random bit complexity is of no concern in the protocols mentioned above,
and the runtime of [31] is necessarily much higher than in our non-faulty
environment.

A concept related to that of randomization is non-determinism. The
distributed notion of this concept, where often IDs are assumed, was ini-
tiated by Naor and Stockmeyer [84], who studied what could be checked by
deterministic constant-time algorithms if some labeling (non-determinism)
is known in advance. Subsequently, the number of non-deterministic
choices required to solve decision problems in this distributed manner
was investigated [68]. A hierarchy of decidable problems depending on
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the necessary amount of non-determinism arises [60], also when the net-
work is anonymous. Recently, it was found that in fact the combination
of non-determinism with randomization allows distributed algorithms to
decide any language in constant time [50].

4.3 Tailor-Made 2-Hop Coloring

Our technical contribution starts by presenting a 2-hop coloring algorithm,
called TAILOR-2-HOP-COLORING, with customizable runtime. Specifi-
cally, our algorithm is parametrized by a target function f and two inte-
gers a > 2,d > 2. As discussed before, we assume that f(n) is between
log* n [76] and loglogn (see Section 4.4). Then, the algorithm finds a
2-hop coloring in 3d - f(n) rounds in expectation and with probability
1—no2

The main difficulty is to choose how quickly random bits should be
drawn, without knowledge of n. From the discussion above we know that
in some round 3d - f(n), we should have drawn at least (logn) bits. If
we draw the bits too quickly, however, we might draw too many bits in
the last round before the algorithm finishes. To deal with that, we design
our bit drawing function b(i) for the target function f and the integer
parameters a and d as follows. Let i be some positive integer, and write
i=dp+swith0<s<d-1,ie,p=|i/d] and s =14 (mod d). The bit
drawing function for i is defined as

b(i) = b(dp + s) = a - [log g(p)]“"*/* - log g(p + 1)]*/“.

We describe TAILOR-2-HOP-COLORING from the perspective of node
u € V (please refer to Algorithm 1 for a pseudo-code description). The
algorithm progresses in phases p, starting from phase 1, and every phase
consists of d sub-phases, which in turn consist of 3 rounds each.

Node u maintains a variable x storing all random bits drawn in the
course of the execution. In the first sub-phase of each phase, u appends
bits to = until the length of = is b(dp). In the remaining d — 1 sub-phases
s =1,...,d — 1 of phase p, by appending bits to x, the number of used
random bits is increased to b(dp+ s). This process takes place in the first
round of each sub-phase. After drawing bits in round 1 of sub-phase i, u
sends its (preliminary) color z to all nodes v € I'(u).
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In the beginning of the second round of sub-phase i, node u receives
the colors chosen by all nodes in I'(u). The list consisting of u’s own color
z and all the received colors is then sent to all neighbors of u. In the
beginning of the third round of sub-phase ¢ node u receives such a list
from each neighbor. If z occurs only once in each list, then u selects color
x and terminates. Otherwise, if x was used by multiple nodes, the process
continues.

The idea behind TAILOR-2-HOP-COLORING is as follows. In the first
sub-phase of each phase, every node u draws a random color x from the
set of colors {1,...,g(p)*}. Our choice of b ensures that the remaining

Algorithm 1: TAILOR-2-HOP-COLORING(f,a,d) as executed by
node u.

Initialization:

g(n) < F ()

T € > the empty bit string
Phasep=1,2,...:

For sub-phase s =0,1,2,...,d — 1:

> Round 1 of sub-phase s:

Append random bits to z until || = b(pd + s)
Send z to all neighbors

> Round 2 of sub-phase s:

Receive x1,...,xs from each non-terminated neighbor
v1,...,0s € I'(u)
Send list (z,z1,...,x5) to all neighbors

> Round 3 of sub-phase s:

Receive lists L1, ..., Ls from each neighbor

if = appears exactly once in every list then
‘ Choose color z and terminate

end

end

end
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sub-phases of phase p are used to interpolate between g(p)* and g(p+1)°
if the chosen colors are not a valid 2-hop coloring. The interpolation is
performed so that within each phase p, the multiplicative increase in the
number of random bits used in each sub-phase is fixed. If, for instance,
TAILOR-2-HOP-COLORING is in the first sub-phase of some phase p =
[f(n)], then the number of bits used by w is at least alogn.

Please note that in round 3 of each sub-phase, a node chooses a color
only if it does not violate the 2-hop coloring constraint. Thus, the output
of TAILOR-2-HOP-COLORING is always a valid 2-hop coloring. The re-
mainder of this section is dedicated to establishing the following theorem.

Theorem 4.1. The runtime of TAILOR-2-HOP-COLORING with high prob-
ability and in ezpectation is O(f(n)) rounds. The random bit complexity
of TAILOR-2-HOP-COLORING with high probability and in expectation is
O(h(f(n)) -logn) bits, where

N af[logg(i+1)]
MO = 4§ Togg@T

It will sometimes be convenient to express the bit drawing function in
terms of h:

b(pd + s) = b(dp) - h(p)®, for 0 < s <d, and (4.1)
b(pd+s+1)=0b(dp+s) -h(p), for0<s<d. (4.2)

Consider the last phase p and sub-phase s for which b(pd + s) < alogn.
In that case, b(pd + s + 1) > alogn bits are drawn in the next step.
Thus, due to the second expression, the essence of Theorem 4.1 is that
TAILOR-2-HOP-COLORING “overshoots” the necessary alogn bits by at
most a factor of A(p).

Recall that the target function f can be thought of as the runtime func-
tion of any deterministic algorithm that relies on a 2-hop coloring. Before
getting into the details of the analysis, let us briefly put Theorem 4.1
into perspective by considering the corner cases where f € ©(loglogn)
or f € O©(log"n). In the former case h(f(n)) is in O(1), whereas in the
latter case h(f(n)) is in O(¥/n). Thus, we obtain the following corollary
from Theorem 4.1.



4.3. TAILOR-MADE 2-HOP COLORING 85

Corollary 4.1. Consider a target function f, and let R denote the ran-
dom bit complexity of TAILOR-2-HOP-COLORING.
(i) If f(n) € ©(log" n), then R is O(¥/n-logn) C O( ¢Yn) w.h.p. and
in expectation.
(i) If f(n) € O(loglogn), then R is O(logn) w.h.p. and in expectation.

The analysis of TAILOR-2-HOP-COLORING’s runtime and random bit
complexity are done separately. We first establish the high-probability
results, beginning with the runtime.

Lemma 4.2. Algorithm TAILOR-2-HOpP-COLORING terminates after at
most O(f(n)) rounds w.h.p.

Proof. To establish Lemma 4.2 we will show that all nodes terminate in
phase p = [f(n)] with high probability. This is sufficient to establish the
claim, since every phase consists of 3d rounds. In our proof, for any node
z, we denote by =, the random bit string stored in z’s variable z after the
first sub-phase of phase p.

First, consider some node u € V that did not terminate before phase
p. By the definition of the bit drawing function b, it holds that |z.| >
alogg(p) > alogn. Node u terminates in round 3 of sub-phase 1 only
if ©, # x, for all v € F2(u). If v terminated in some phase r < p,
then |z,| < |z.| since v stopped drawing random bits in phase r, and
in particular the probability that z, = x, is 0. If on the other hand v
still participates in phase p, then the probability that x, = x, is at most
1/2¢%°8" — 1/p? since |z.| = |2 > alogn in phase p.

Now consider the event T that all nodes terminate in phase p. The
opposite event =T, i.e., the event that at least one node does not terminate
in phase p, occurs if there are nodes u,v € V such that z, = =z, and
u € T?(v). By applying the union bound, we get

1
Pr-T] < ) Prlew =2.] < —,
u,veV
so that T occurs with probability at least (1 —1/n%2). For any constant
¢, we obtain that 7" occurs with probability 1 — n™¢ by setting a = ¢ + 2
in TAILOR-2-HOP-COLORING. Recalling that each phase consists of 3d
rounds, the claim follows. O
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Lemma 4.3. The random bit complezity of TAILOR-2-HOP-COLORING is
at most h(f(n)) - alogn with high probability.

Proof. We prove the statement by taking the exact sub-phase in which
TAILOR-2-HOP-COLORING terminates (w.h.p.) into account for our analy-
sis. To that end, let p and s be a phase and a sub-phase, correspondingly,
such that

(h(p))* -log g(p) < logn < (h(p))**" -log g(p) . (4.3)

In sub-phase s + 1, each non-terminated node draws at least a(h(p))*™* -
log g(p) > alogn bits and therefore, the probability that any two nodes
draw the same bit string is bounded from above by 1/22!°8™ = 1/n?
Let =T denote the event that at least one node u does not terminate in
sub-phase s + 1 of phase p. Event =T occurs if there is at least one node
in v € I'*(u) that has drawn the same bit sequence as u, and applying the
union bound yields that

1 1
Pr[-T] < — < .
I'[ T} — nae — na—2
u,veV

As the last step of the proof, we bound the number of bits a - g(p) -
(h(p))*** used in sub-phase s+ 1 of phase p. Since Equation (4.3) implies
that p < f(n), we obtain that with high probability the bit complexity is

a(h(p))**" -log g(p) < ah(p) -logn < ah(f(n)) -logn,
as desired. O

Next, we establish the results for the expected values.

Lemma 4.4. The expected runtime of TAILOR-2-HOP-COLORING is at
most O(f(n)).

Proof. Let P be the random variable denoting the phase in which TAILOR-
2-Hopr-COLORING terminates. From the definition of the expected value,
for the expected runtime E[P] we obtain

Zz Pr[P —z]—ZPrP>Z}

=1 =1



4.3. TAILOR-MADE 2-HOP COLORING 87

where Pr[P > 7] corresponds to the probability of proceeding to phase .
Furthermore, the algorithm only proceeds to phase 7 4+ 1 in the case that
there is a pair of nodes u and v within 2-hops distance that get assigned
the same color in phase i. The number of bits used in sub-phase 0 of any
phase p is a[log g(p)]. Therefore, we can apply the union bound and get
that

n2

PI'[P>'L+1 Z 2a[logg( )] — Z 2alogg() ( (Z))

u,veV u,veV

Recalling that ¢g(f(n)) = n we get that

n? n?

. 1
PP 2 J)+i < Gy v oy S wew o

given that a > 2. We set ¢ = f(n) and divide the summation of the
expected runtime into the part before and after ¢. It follows that

:iPr[PZi]:iPr[PZi]—&—iPr[PZ@—i—i]
i=1 i=1 i=1
<21+Z§§¢+1

The claim follows since each phase consists of 3d rounds. O

Lemma 4.5. If f(n) is at least log™ n, then the random bit complezity of
TAILOR-2-HOP-COLORING is O(h(f(n)) - logn) in expectation.

The proof of Lemma 4.5, similar to that of Lemma 4.4, relies on care-
fully inspecting the round in which TAILOR-2-HOP-COLORING terminates.
However, due to the possibly large growth of g (which directly affects the
growth of the bit drawing function), the analysis requires more attention.
Instead of considering only the phase in which TAILOR-2-HOP-COLORING
terminates, we take the exact step in that phase into account. This yields
a division of the expected value into 5 (instead of the previous 2) terms.
Bounding each term individually leads to a rather lengthy proof, which
is therefore deferred to the appendix. Theorem 4.1 is now established by
combining Lemmas 4.2 to 4.5.
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P1 v D2

Figure 4.1: A (u,v)-gadget of length ¢ = 4, consisting of 2¢ nodes: The two
special nodes u and v, and the two paths p; and p2 of length ¢ —1 with endpoints
x1 and x2, respectively. Since the gadget is symmetric, symmetry between u
and v can only be broken by their individual random coin tosses.

4.4 Trade-off Lower Bound

Our goal in this section is to show that the trade-off achieved by TAILOR-
2-Hopr-COLORING’s bit drawing function is asymptotically optimal. For
this effort, it is sufficient to study lower bounds for the 1-hop variant of
the coloring problem, since every 2-hop coloring is also a 1-hop coloring.
More precisely, we are going to establish the following:

Theorem 4.2. Let A be any randomized uniform anonymous coloring
algorithm. If the expected runtime of A is asymptotically smaller than that
of TAILOR-2-HOP-COLORING, then A’s expected random bit complexity is
asymptotically larger than that of TAILOR-2-HOP-COLORING.

The rough idea is that in order to break symmetry, the nodes have to
draw random bits according to some (possibly randomized) scheme. We
distinguish two cases: In the first case, A may try to break symmetry
quickly by using many random bits. We show that then, the expected
random bit complexity of A needs to be large. For the second case, where
A prevents this behavior, we show that the expected runtime of A is
asymptotically as large as that of TAILOR-2-HOP-COLORING.

Our proof relies on a graph construction consisting of several so-called
(u,v)-gadgets. A (u,v)-gadget of length ¢ (depicted in Figure 4.1) consists
of 2¢ nodes, namely two two paths pi,p2 of length ¢ — 1 and two special
nodes v and v, connected by an edge. Furthermore, nodes u and v are
connected to one endpoint of both p; and p2. The other endpoints of p1
and p2 are referred to as x1 and x2, respectively. We obtain the graph
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H,

Ha

Figure 4.2: The graph G(4,3), consisting of 4 (u,v)-gadgets Hi, Ha, H3, and
Hy, each of length 3.

G(m, 1) utilized in our lower bound proofs by connecting m (u, v)-gadgets
of length 7 in a ring-like topology. This is done by simply chaining the
m gadgets together by their endpoint nodes x; and z2—please refer to
Figure 4.2 for an illustration. We note that G(m, ) consists of 2im nodes.

Consider, for example, the graph G = G(2k ,3) for some arbitrarily
large k. Since the graph G is symmetric from the perspective of each
(u,v)-pair in any of the gadgets, every such pair can break symmetry
only by their individual random coin tosses. Assume now for the sake of
contradiction, that there is a coloring algorithm A4 with an expected bit
complexity 8 € w(logn). In that case, with arbitrarily large probability,
at least one of the (u, v)-pairs tosses exactly the same sequence of random
bits. This contradicts the claim that 3 € w(logn), and thus we obtain the
following result from our graph construction.

Corollary 4.6. Any coloring algorithm must have an expected random
bit complezity in Q(logn).

In our effort to prove the trade-off lower bound we would like to have a
better grip than that on the random coin tosses made by the nodes. Specif-
ically, for any algorithm A and (u, v)-gadget H, we denote by B (i, H) the
random variable taking on the maximum number of random bits drawn
by nodes u and v in H until and including round 7. Whenever A is clear

H»

Hj
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from the context, we omit it in the notation and write B(i, H) instead.
The following insight about those random variables in the graph G(m, i)
will be helpful in our proof of Theorem 4.2.

Lemma 4.7. Consider any algorithm A, and let H be a single (u,v)-
gadget of length i. Let m > 2 be an integer, and denote by Hi,...,Hp,
the m (u,v)-gadgets in the graph G(m,i). For any j < 1, all the ran-
dom variables B(j, Hy), obtained from an execution of A in G(m,1), are
independent and distributed like B(j, H).

Proof. Observe that in every Hy, the nodes u and v are ¢ hops away from
each endpoint, and that j <. Consider any (u,v)-gadget Hi in G(m,1).
Since j < 4, the execution of A until round j for nodes u and v cannot
depend on any node w from a different gadget H; # Hy. It thus holds
that all B(j, Hx) are independent and distributed like B(j, H). O

As noted before, the proof for Theorem 4.2 is divided into two parts,
depending on how A chooses to draw random bits (in expectation). For
that, based on the bit drawing function b used by TAILOR-2-Hopr-CoOL-
ORING (for fixed parameters f,a, and d), we introduce a threshold for the
number of random bits drawn by some algorithm. Specifically, we say
that algorithm A draws a lot of random bits if

JigVi > io  E[B(i, H)] > b(3i)/4.

Note that here H is a (u,v)-gadget of length i. If A does not draw a
lot of random bits, then we say that A draws few random bits. Due to
Lemma 4.7, properties of single (u,v)-gadgets can be lifted to instances
of G(m,i). One such property we will use is encapsulated in the following
technical lemma;:

Lemma 4.8. Let A be any coloring algorithm. If A draws a lot of random
bits, then

Vi>io3j <i E[B(j,H)] <b(i)/4, and B[B(j + 1, H)] > b(i + 2)/4,

where H is a (u,v)-gadget of length i.
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Proof. Assume the statement is false. By induction,

E[B(0, H)] = 0 = b(0) < b(3)/4
E[B(1, H)] < b(i + 2)/4
E[B(2, H)] < b(i + 4)/4

E[B(i, H)] < b(i + 2i)/4

This contradicts the premise that A draws a lot of random bits, i.e., that
E[B(i, H)] > b(3i)/4 for the (u,v)-gadget H of length . O

We now have the essential tools to prove Theorem 4.2, and first con-
sider the case where A draws a lot of random bits. In that case, for sure,
the runtime of A can be better than that of TAILOR-2-HOP-COLORING.
Imagine for example a process that draws infinitely many random bits in
the first round—one would immediately obtain a 2-hop coloring within
a single round with probability 1. The essential insight of the following
Lemma 4.9 is that no matter how “smartly” one tries to draw a lot of
random bits in hopes to get a better runtime, the expected bit complexity
will be asymptotically worse than that of TAILOR-2-HOP-COLORING.

Lemma 4.9. Let A be any coloring algorithm. If A draws a lot of random
bits, then A’s expected random bit complexity is Q(h(f(n))? - logn).

Proof. Consider the ip promised by the fact that A draws a lot of ran-
dom bits. Let k be such that ¢ = dk > 4o, and let 7 be the integer
obtained from Lemma 4.8 for this 7. By Markov’s inequality it holds that
Pr[B(j, H) < b(i)/8] < 1/2, where H denotes the (u,v)-gadget of length
i. Now consider the graph G' = G(m, 1), where m = 2°® /(2i), and denote
by Hi,...,H, the m copies of H in G. Then, G consists of n = 2°®
many nodes, i.e., logn = b(i).

Let N denote the random variable taking on the number of gadgets
H), for which B(j, Hi) < log(n)/8. Due to Lemma 4.7, we obtain that
all B(j, H,) are independent and distributed like B(j, H). Therefore,
E[N] is at least m/2, and once again applying Markov’s inequality, we
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get Pr[N > m/4] < 1/2. The probability p to terminate in round j can
now be bounded as

n/(89)
1 1 1 m/4 1] 1

Note that since b(di) = log g(¢) and b(d(i + 1)) =logg(i + 1), and g(n) >
2™ it must hold that b(d(z + 1)) > b(di) + 1. Therefore,

Li/d] . .
b(i) > D bad) —b((a— D) > | 5| > o

We obtain that ¢ < 2db(i) < 2dlogn. This means for p that

1 1 1 n/(16dlogn)
2+2<1%) <2/3,

for large i. The probability of entering round j + 1 is thus at least 1/3.
Recalling from Lemma 4.8 that E[B(j + 1, H)] > b(i + 2)/4, we obtain
that the expected bit complexity is at least % . ib(i + 2). Now, since
f(n) = f(22W) = f(2°@R)y = f(221°89(R)) > L we obtain that df (n) > .
We can therefore bound the expected bit complexity from below by

p<

SH(+2) > (A (1) +2) = T5h(F () log g(f(n) € QR(S () logn)
as desired. O

Next, we consider the opposite case where A draws only few random
bits.

Lemma 4.10. Let A be any coloring algorithm. If A draws few random
bits, then the expected runtime of A is Q(df (n)).

Proof. Fix some ip, and let ¢ > ip be the constant guaranteed by the
fact that A draws few random bits, i.e., E[B(i, H)] < b(3¢)/4. Therefore,
due to the Markov inequality, we get that Pr[B(i, H) < b(3:)/2] > 1/2.
Now consider the graph G consisting of m = 2°©" /(2{) many copies
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H,,...,H, of H, connected in a ring topology by their endpoints. Then,
G consists of n = 2°4) many nodes, i.c., logn = b(31).

Again, due to Lemma 4.7, all B(j, Hy) are independent and distributed
like B(j,H). Let N denote the random variable taking on the number
of gadgets Hy in G for which B(j, Hx) < log(n)/2. Then it holds that
E[N] > m/2, and with Markov’s inequality we get that Pr[N > m/4] >
1/2. Let p be the probability that some gadget Hy does not terminate in
round ¢. We get that

pz 5 (1- (v 2 5,

for sufficiently large io. Observe that f(n) = f(20©") < f(2lee9([3i/dD) —
f(g([3:¢/d])) < 3i/d+ 1. We can thus bound the expected runtime of
A from below by (i +1)/3 > (d — 1)f(n)/9, which is in Q(df(n)) as
desired. O

We obtain the desired optimality of the TAILOR-2-HOP-COLORING Al-
gorithm from Lemma 4.9 only if A(f(n))? € w(h(f(n))). In the case where
f € O(loglog n), however, h(f(n)) is bounded from above by a constant.
It may thus appear that such an f is not covered by our lemmas.

To see that this is not an issue, observe that the constant 3 in the
definition of drawing a lot of random bits was chosen arbitrarily. In other
words, when h(f(n)) is bounded by some constant p, one may replace 3
in the above definition with p 4+ 3. This way, we obtain that the coloring
algorithm A draws “p-few” random bits. We can now apply the same
reasoning as in the proof of Lemma 4.10 to obtain that the runtime of A
is in the same order as that of TAILOR-2-HOP-COLORING. This concludes
our effort to establish Theorem 4.2.






Local Checking

Network administrators must know whether the network is correct, e.g.
whether destination ¢ is reachable from source s, or whether the forward-
ing rules present in the network imply that packets may potentially be
sent in a cycle. Often such network properties are checked by constantly
sending probe packets into the network, or, alternatively, by sending the
state of all nodes in the network to a central location where all the data
is then verified. Both methods take time, often too much time. It would
be advantageous to perform these costly global operations only if needed
— and otherwise rely on inexpensive local verification [89]. The chapter
at hand studies local checkability of fundamental structural properties for
directed as well as undirected networks: Nodes of a network can check
whether a given global structural property of a network is guaranteed,
just by locally comparing their state with the state of their neighbors.

The concept of local checkability was popularized already in the 1990s

95
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by Naor and Stockmeyer [85]. In our context, this concept refers to the
nodes’ ability to decide (verify) whether the network has the desired prop-
erty by exchanging labels with their neighbors. The notion of a decision
in this distributed setting is inspired by the class co-NP from sequential
complexity theory: The nodes decide YES if all nodes agree, and No if at
least one node disagrees. In practice the disagreement could subsequently
be reported. With deterministic algorithms only few properties can be
checked locally. If however nodes are allowed to use (a bounded amount
of) nondeterminism, a rich complexity hierarchy arises [60]. We focus on
the fastest possible case where nodes are only allowed to communicate a
single round, cf. [69]. Furthermore, our model has no strings attached,
i.e., we do not assume any identifiers or port numbers: All we allow is a
single exchange of labels between neighbors.

To obtain a better understanding of nondeterminism in the context of
distributed computing, let us quickly explain a toy example. Consider the
set BIPARTITE containing all bipartite graphs. In the sequential setting,
BIPARTITE would be called a language, and the YEs-instances (words) in
BIPARTITE are exactly the graphs that allow a bipartition of the nodes. As
in the sequential setting, one may now ask: Is there a (nondeterministic)
distributed algorithm deciding whether a given graph G is in BIPARTITE,
using only a single communication round? Indeed, such an algorithm
exists [60]. First each node v nondeterministically chooses either the value
0 or 1 and sends it to all neighbors. Next, v checks if all its neighbors
sent the value not chosen by v.

The proposed nondeterministic algorithm indeed decides BIPARTITE.
A bipartition of the graph corresponds to a nondeterministic choice of
0 and 1 for every node v so that all neighbors of v choose the opposite
value. Thus, when the graph G is bipartite, the nodes nondeterministi-
cally decide YES. On the other hand, if G is not bipartite, then in all
possible nondeterministic choices of the nodes, at least two nodes will
have a neighbor that chose the same value. In that case, the nodes decide
No.

Every nondeterministic distributed algorithm can be expressed as a
deterministic algorithm with access to a proof labeling [60], where the
proof labeling corresponds to an oracle in the sequential setting. More
precisely, a nondeterministic algorithm is a pair (P,V), referred to as
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prover-verifier pair (PVP). The task of the prover P is to assign labels to
nodes (the proof) in a YEs-instance. The verifier V gets as input at node
v only the labels of v and its neighbors. Now V has to decide YES (at all
nodes) in YEs-instances labeled by P; In No-instances V has to decide
No (for at least one node) regardless of the node labels.

The complexity of such nondeterministic algorithms is measured in
terms of the maximum proof label size used by P. This corresponds to
the number of nondeterministic choices made throughout the execution,
and bears similarity with the notion of oracle size in sequential complexity
theory. In our BIPARTITE example each node only needs a single bit' as
its label.

There are two ways to view communication in directed graphs: Nodes
can communicate only in the direction of the edge (directed one-way com-
munication), or the edge direction imposes no restrictions for communica-
tion but only for the network property itself (directed two-way communi-
cation). We investigate both cases, as well as the undirected case, where
nodes communicate with all their neighbors. One of our findings is that
all three models are fundamentally different, not only in terms of proof
label size, but also in terms of decidability. The results for each of our
three network structure detection problems are summarized in Table 5.1.

Another result of our work is the first non-trivial asymptotically tight
lower bound for the directed s-t reachability [4] problem that does not
rely on descriptive complexity methods. In that problem, two nodes s
and t are guaranteed by the problem setting, and the question is whether
there is a directed path from s to t. Note that both the directed and the
undirected variant are well understood in terms of descriptive complexity,
and the directed variant is known to be more difficult [4,30]. While the
observations from [30] lead to a proof label size of 1-bit for the undirected
variant, showing a non-trivial lower bound for the directed case remained
an open question.

In light of our tight ©(logn) bound for the s-t reachability prob-
lem with directed one-way communication we revisit the O(log A) bound
from [60]. In particular, their upper bound relies on the fact that the un-
derlying communication mechanism discloses port numbers to the verifier.

INote that a standard covering argument (the 6-cycle is bipartite, while the 3-cycle
is not) can be used to show that one nondeterministic choice is also necessary.
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Directed Directed

Decision Problem Undirected  Section
one-way two-way
s-t reachability” O(logn)  O(logA) 1 [60] 5.4
Contains a Cycle | not possible ©O(logn) 2 5.3.1
Acyclic O(logn) O(logn) same as Tree 5.3.2
Tree® O(logn) [69] ©O(logn) ©O(logn) [69] 5.3.3

Table 5.1: The proof label size (in bits) necessary and sufficient for a PVP with
respect to different graph decision problems and communication primitives. Here
n denotes the number of nodes in the network G, and A is the maximum degree
of any node in G.

As we will detail in Section 5.4, this is unlikely to be necessary: When
directed two-way communication is available, the label can be extended
to include checkable port numbers using only O(log A) additional bits.
Since referring to a single port number requires log A bits anyway, this
does not change the asymptotic label size.

5.1 Local Checkability in (Un)directed Graphs

Directed and Undirected Graphs. In this chapter, a graph G =
(V, E) may be either directed or undirected, but we always assume G
to be (weakly*) connected. For a node v € V, we denote by degin(v)
and degout(v) the number of incoming and outgoing edges of v in G,
respectively. We set deg(v) = degin(v) = degout (v) if G is undirected, and
deg(v) = degin(v) +degout (v) if G is directed. By A(G) = max,cv deg(u)
(or simply A) we denote the maximum degree in G.

For two nodes u,v € V, let dist(u, v) denote the distance between both
nodes in G (regarding the distance function in the underlying undirected
graph in the directed case).

2The O(logA) one-way upper bound with port numbers [60] translates to our
two-way model, see Section 5.4.

3The O(logn) upper bound for directed one-way communication from [69] also
applies in the two-way model.

4A directed graph is called weakly connected if the underlying undirected graph
is connected.
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Communication Means. Let G be a graph, let £ be a node labeling
for GG, and let v be a node in G. We now consider three means of com-
munication in G, namely U, D1, and D2, corresponding to undirected,
one-way, and two-way communication, respectively. If G is undirected,
then U (v) is the multiset [(u1), ..., ¢(ux)] containing deg(v) labels, where

U1, ...,u;r are the neighbors of v. If GG is directed, then we distinguish
two cases. For directed one-way communication, Di(v) is the multiset
[(u1),...,€(ux)] containing degin(v) labels, where w1, ..., ux are the in-

neighbors of v. For directed two-way communication, D2(v) is a pair
(I,0), where I is D1(v) and O is the multiset containing degout (v) many
labels of v’s out-neighbors. We denote the empty multiset by [].

Observe that all multisets above are unordered, i.e., there are no
unique identifiers and there is no notion of port labels on the edges. If
such an order is necessary (for some verifier), then the means to order
the multiset need to be included in the proof labels, since the communi-
cation mechanism itself does not attach any strings to the messages. In
the directed two-way case, however, there is a clear distinction between
messages transferred along the edge direction or opposite to it. Note that
this distinction is necessary: If it was not made, the directed two-way
mode would essentially be equivalent to the undirected case, since the
edge direction becomes indistinguishable.

Local Checkability. An (un)directed network property is specified by
a set Y of (un)directed graphs containing the YES-instances, and any
(un)directed graph G ¢ Y is referred to as a No-instance. A prover-
verifier pair (P,V) for' Y (PVP for short) works as follows.

The prover P gets as an input a graph G € Y and computes a (finite)
node label £(v) for every v € V. This labeling ¢ obtained from P is
referred to as proof. Let G be any graph, and let £ be any node labeling
for G. The verifier V is a distributed algorithm that gets as an input at
node v the label £(v); and in addition either U(v) if Y is an undirected
property, or D;(v) respectively D2(v) depending on the communication
means if Y is a directed property.

A PVP (P,V) is correct for Y if it satisfies

(1) if G € Y and ¢ was obtained from P, then V returns YES at all
nodes; and
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(2) if G €Y, then V returns No for at least one node, regardless of the
node labels.
Whenever necessary, we specify the PVP by the communication means
used for the verifier, and write U-PVP, D1-PVP, and D2-PVP corre-
spondingly. When X € {U, Dy, D2} is some means of communication,
then a network property Y is X-locally checkable if there is a correct
X-PVP for Y.

The quality of a PVP is measured in terms of the maximum label size
in bits assigned by the prover. For a PVP (P, V), the proof size of (P, V) is
f(n) if the labels assigned by P use at most f(n) bits in any YEs-instance
containing at most n nodes. For a network property Y, the X -proof size
for'Y is the smallest proof size for which there exists a correct X-PVP for
Y. Since the communication means are clear for undirected properties,
we omit them in that case. Throughout this chapter, all logarithms use
base 2 and are rounded up to be of integer value.

5.2 Related Work

More than 20 years ago, Naor and Stockmeyer [85] raised the question
of “What can be computed locally?” In their work, the notion of Locally
Checkable Labelings (LCL) is investigated, where labels are checked in a
local fashion, i.e., in a constant number of communication rounds.

This line of research is being followed in many directions, with the
concepts of Proof Labeling Schemes (PLS), Nondeterministic Local Deci-
sions (NLD), and Locally Checkable Proofs (LCP) being most related to
our work. We note that all three approaches are strictly stronger than the
model discussed here (by adding either identities, port numbers, or more
potent communication models).

The term Locally Checkable Proofs was coined by Suomela and G66s
in [60] as an extension to Locally Checkable Labelings, where LCP(f) al-
lows for f(n) bits of additional information per node. They study decision
problems from the viewpoint of nondeterministic distributed local algo-
rithms: Is there a proof of size f(n) such that all nodes will output YES for
YEs-instances, with any (invalid) proof for a No-instance being rejected
by at least one node? The authors introduce a complexity hierarchy for
various problems, with LCP(0) being equivalent to LCL. For most of the
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results in [60], unique identifiers are assumed for each node, or at least
port numbers — which can be used for verification purposes. Thus, their
algorithms may use additional strings of information free of cost, which
might not be relevant asymptotically for large proof sizes, but come into
play for small labels: E.g., in the case of directed s-t reachability, they
show that O(log A) bits suffice by “pointing” at the successor node in the
s-t path, a technique relying on port numbers.

The Proof Labeling Schemes of Korman et al. [69] differ from LCPs in
the sense that they only use one round of communication to transfer the
labels. Thus, upper bounds from PLS apply to LCP and lower bounds
from LCP apply to PLS, as the LCP model is strictly more powerful
than the PLS model. In [69], the authors also investigate the role of
unique identities in PLS and show that there are cases where (given)
unique identities are necessary, but also examples where the transition to
identities is possible. Nonetheless, they assume the nodes to be aware of
the port numbers of their edges.

Closely related to our work, they study (among other problems) the
question of whether a connected subgraph is a tree and give asymptotically
matching upper and lower bounds of ©(logn) bits for directed one-way
communication and the undirected case. Their proofs and techniques for
trees carry over to the model considered in this chapter and are thus
referenced in Table 5.1. For spanning tree verification, the construction
in [69] is also used in the context of Software Defined Networks [89]:
Inconsistencies of a spanning tree for routing can be detected locally,
triggering a (costly) global recomputation only if needed.

Nondeterministic Local Decisions [54] considers distributed nondeter-
minism for decision problems. Like LCP and unlike PLS, they allow more
than one communication round. However, the proofs are not allowed to
depend on the identifier of a node (see [50,53] for the impact of (missing)
identifiers on local decisions). In some sense, as described by [60], the class
NLD for connected graphs can be understood as LCL C NLD C LCP(c0).
Unlike LCP and PLS above, Fraigniaud et al. [54] also study the impact
of randomization. Among many other results, they reveal surprising con-
nections between randomization and oracles related to nondeterministic
computing: As it turns out, an oracle providing the nodes with the size
of the graph gives “roughly [...] the same power to nondeterministic dis-
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tributed computing as randomization does” [54]. Additional recent results
concerning the power of randomization for local distributed computing
can be found in [49].

Furthermore, there exists a strong connection between proof labeling
schemes and self-stabilization (we refer to [41] for an overview of the
topic): As characterized by Blin et al. [32], “any mechanism insuring
stlent self-stabilization is essentially equivalent to a proof-labeling scheme”.
Even more so, the proof size nearly corresponds to the number of registers
for self-stabilization [32]. As such, there has been a long line of research
connecting local checking with self-stabilization [2,21-23].

We ask the question of how a global prover can convince a distributed
verifier that it fulfills a certain property. One may also ask the converse
question, i.e., how a distributed prover could convince a centralized verifier
that knows only node labels, but not the graph structure. This inverted
setting is studied in the works of Arfaoui et al. for trees [15] and cycle-
freeness [14].

5.3 Checking Network Properties

5.3.1 Cycles

Let U-CYCLE denote the set of all undirected connected graphs contain-
ing at least one cycle. Let correspondingly D-CYCLE denote the set of
all weakly connected directed graphs containing at least one directed cy-
cle. Note that an undirected graph is in U-CYCLE exactly if it is not an
undirected tree, while a directed graph G is in D-CYCLE exactly if G is
not a directed acyclic graph (DAG). In the remainder of this section we
establish the following:

Theorem 5.1. For the cycle detection problem, it holds that
(i) There is no D1-PVP for D-CYCLE.
(i) The Da-proof size for D-CYCLE is ©(logn) bits.

(iii) The U-proof size for U-CYCLE is 2 bits.

‘We prove each claim listed in Theorem 5.1 separately, starting with the
directed cases. As the first step we show that there cannot be a D1-PVP
for D-CYCLE.
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Lemma 5.1. There is no D1-PVP for D-CYCLE.

Proof. Assume, for the sake of contradiction, that there exists a correct
D.-PVP (P,V) for D-CYCLE. Our goal is to construct a NoO-instance
H and node labels ¢ for the nodes in H so that V returns YES at all
nodes. To that end, consider the YEs-instance G (depicted in Figure 5.1)
consisting of a cycle with two nodes c¢1, c2, and two additional nodes a, b,
where a has the two outgoing edges (a,c1) and (a,b). Let £ denote the
node labeling assigned to G by P, and denote by A and B the values ¢(a)
and £(b), respectively.

Our No-instance H, as shown in Figure 5.1, consists of the three nodes
a,b, and b’, and the two edges (a,b) and (a,b’). Note that indeed, H does
not contain a cycle. By assigning the labels £'(a) = A and ¢ (b) = ¢/(b') =
B, we obtain that for all nodes u in H there is a corresponding node v in
G for which (¢'(u), D1(u)) = (£(v), D1(v)). The verifier V can therefore
not differentiate between u and v and thus returns YES for all nodes in H.
This contradicts the assumption that (P, V) is correct for D-CycLE. O

Lemma 5.2. There is a D2-PVP for D-CYCLE with a proof size of logn
bits.

Proof. We describe a Da-prover-verifier pair (P, V) for D-CYCLE as re-
quired. Let G = (V,E) € D-CycCLE and let C C V be the set of all
nodes that are in a directed cycle. The prover P labels all nodes v € V'
as follows. First, all nodes v. € C are labeled with ¢(v.) = 0. All other
nodes v € V are labeled regarding their distance to the closest cycle: The
prover P sets £(v) = distc(v), where distc(v) = min, cc dist(ve, v). We

c2 c1 a b v a b
o OO0——~® — =
Figure 5.1: YEs-instance G and No-instance H of D-CYCLE. A and B are the
labels assigned to the nodes a and b in G by the prover P, the node labels in the

cycle are not shown. The construction of H yields that for each u in H there is
a v in G with (¢/(u), D1(u)) = (¢(v), D1(v)).
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Figure 5.2: A YEs-instance of D-CYCLE labeled for two-way communication.
All nodes on cycles have the label 0, and all other nodes are labeled with the min-
imum distance to the nearest cycle using the distance function in the underlying
undirected graph.

refer to Figure 5.2 for an example. As the distance is bounded from above
by n, the maximum label size is logn bits.

The verifier V returns YES for nodes v. with £(v.) = 0 if for the
received pair (I, 0) of labels holds: There is a label of 0 in I and a label
of 0 in O. For the other nodes v € V, YES is returned by V if a) there is
an edge (u,v) or (v,u) such that £(v) = £(u) + 1 and b) no edge (v',v) or
(v,u') such that £(v) > £(u’) + 1. In all other cases, V returns No.

We now show that V returns YES for all nodes v in YES-instances that
were labeled by the prover P: The prover P labeled only (and all the)
nodes on a directed cycle with a 0, i.e., if £(v) = 0, then V returns YES
for v. The remaining case is £(v) = 7 > 0. If £(v) = 7, then distc(v) = 7,
i.e., there exists a node u € V such that distc(v) = distc(u) + 1 and no
node u’ € V such that distc(v) > distc(u’) + 1, as by the definition of P.
Thus, V returns YES as well.

For the D>-PVP (P, V) to be correct, it is left to show that V returns
No for at least one node if the considered graph is not in D-CYCLE. Anal-
ogously to the undirected case, let G, be a weakly connected directed
graph containing no directed cycle.

For contradiction, assume there would be a node v € V(Gno) with
£(v) = 0. Then there has to be a node v1 with £(v); = 0 such that there
exists an edge (v,v1), else ¥ would return No. This concept of “following
the zero” can be iterated, but as the graph is finite (and does not contain
a directed cycle), there will be a node v; for which no node vj+1 with
£(vj4+1) = 0 exists such that there is an edge (v;,vj+1). Hence, V would
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return NO and therefore no node can be labeled with 0 in Gp,.

An idea similar to following the zero can now be applied again: W.l.o.g.,
let v be a node with the label k. There has to be an edge (v,v1) with
l(v1) = k — 1, else V would return NO for v. Again, as the graph is
finite and contains no cycle, following the outgoing edge to a decreasing
label is no longer possible at some point. Thus V will return No for any
weakly connected directed graph not containing a cycle, meaning that the
Dy-PVP (P,V) is correct. O

Lemma 5.3. The D2-PVP proof size for D-CYCLE is at least log (”775) /2
bits.

We establish Lemma 5.3 by showing that any D2-PVP (P,V) with
a smaller proof size can be fooled. To that end, we apply P to a YES-
instance G. We then use the labels applied by P to construct a No-
instance H for which ¥V must return YES.

Our construction relies on a graph G, obtained from an undirected
path by alternating the edge directions, and creating a cycle with the
last two nodes (see Figure 5.3 for an illustration). If the proof size is at
most log (%5) /2 — 1 bits, then less than v/n — 5/2+/2 different labels
are available. Thus, in G a pair of adjacent labels A, B on the path
will appear twice. Moreover, the nodes labeled A have only outgoing
edges, and conversely, the nodes labeled B have only incoming edges. We
obtain the acyclic No-instance H by copying the to pairs of nodes, and
connecting them as depicted in Figure 5.3. This construction ensures
that for all nodes uw in H, there is a corresponding node v in G with
(£(u), D2(u)) = (£(v), D2(v)). Therefore, the verifier V returns YES for all
nodes in H.

Proof. Assume, for the sake of contradiction, there exists a D2-PVP
(P,V) for D-CYCLE using log ("T_S) /2 — 1 bits. Let G be the path
V1, ..., Un—2 With n —2 nodes and alternating edge directions, connected at
Un—2 to the cycle vy, vn—1 (which consists of just two nodes). The graph
G is a YEs-instance of the problem, and thus the verifier V has to return
YES for every node if the graph G was labeled by the prover P.
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Vit1l  Vit2 Vj— vy Vj+1  Uj+42 Un—

®)0O +©<—Q+ +Q—>CC©

Uj Ui+l  Uiy2 U Uj Uj+1 L+2 uj 1

i 9@00

Figure 5.3: YEs-instance G (with odd n) and No-instance H of D-CYCLE. G
consists of the n nodes v1,...,v,. For even k, node v has two incoming edges
from vi_1 and vy 1, whereas all v, with odd k have two outgoing edges to vi_1
and vg41, i.e., the edge directions alternate. The prover P assigned the labels
L(v;) = £(vj41) = A and £(vi41) = £(vj+1) = B to the corresponding nodes in
G. In H, the nodes uj, ..., u;42 are copies of v, ..., v;42 from G, and the nodes

u;+1, . ,u971 are obtained by copying (again) the nodes v;41,...,vj42. Note

that H does not contain a cycle, but due to our construction each u € V(H) has
a corresponding node v € V(G) with (¢(u), Da(u)) = (¢(v), D2(v)).

We will now construct a No-instance H (based on G and P) such
that for each vy € V(H) there is a vg € V(G) with (¢(ve), D2(ve)) =
(b(va), D2(va)), i.e., the verifier will output YES for every node in H.

First, we will prove that (due to the construction of G) there are ¢ # j,
with 2 < 4,5 < n — 3, such that a) £(v;) = £(v;), b) £(vig1) = £(vj41),
and c) dist(vi,v;) = 2k, k € N: There are at least [252] pairs (4,5 + 1)
with 2 <4 < n — 3 for each direction of the edge v;,v;y1. Labeling each
pair differently requires at least 4/(n — 5)/2 different labels, i.e., at least

log( 5) bits. Hence (using the pigeonhole principle), the claim holds.

The No-instance H can now be constructed as follows: Let P be the
(possibly empty) sub-path v;42,...,v;—1 in G. We construct the cycle like
structure H using two copies of P to connect copies of the pairs v;, vit1
and vj;,vj41, see Figure 5.3. We obtain the graph H with the nodes
Ui, ooy Ujt1, Uiy, -, W1, where the underlying undirected graph forms a



5.3. CHECKING NETWORK PROPERTIES 107

ring.

It is left to show that we can assign labels to nodes in H such that V
returns YES for all nodes in H. We assign the labels to the nodes in H by
setting £(uy) = £(v;) for all z and £(u}) = £(v,) for all z. It holds for each
node vy € H that there is a node vg in G such that Dz(vy) = D2(va)
and £(v,) = f(vg). Thus, as V returns YES for all nodes in G, V must
return YES for all nodes in H, which contradicts that (P, V) is correct. [

The claims (i) and (ii) of Theorem 5.1 for directed graphs are now
established by Lemmas 5.1 to 5.3. The next two lemmas cover the undi-
rected case (iii).

Lemma 5.4. There is a U-PVP for U-CYCLE with a proof size of 2 bits.

The upper bound for the optimal proof size is established by providing
a U-PVP (P, V) with the desired proof label size. The idea is similar to the
directed case, but this time the prover P labels all cycles with a 3 instead
of a 0. Since removing all cycles from G leaves a forest of undirected trees
(instead of the collection of DAGs in the directed case), one can save quite
a few bits in the labels for the remaining nodes. For each tree, P picks a
root node r that was originally adjacent to a cycle. In each tree, all nodes
are labeled with their distance to r modulo 3. An example of a graph G
labeled by P is depicted in Figure 5.4.

The correctness of the PVP is established in a similar manner as in
the directed case: The verifier V can then check if each node supposedly
on a cycle (label 3) has at least two neighbors in a cycle, and if every
other node (label # 3) has exactly one node “closer” to the root node of
its tree. If G is acyclic, then there can be no node with label 3, as all
nodes with a label of 3 would form a forest with at least one leaf. Assume
for the sake of contradiction that the verifier returns YES for all nodes,
and consider any node in some acyclic graph G. The path obtained by
following the labels in descending order (modulo 3), i.e., going towards
the root, must have infinite length, since there is no node adjacent to a
cycle to break the succession.

Proof. We describe a U-prover-verifier pair (P, V) as required. Let G =
(V, E) € U-CYCLE. The prover P labels all nodes v € V as follows: If v is
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Figure 5.4: A labeled YEs-instance of U-CYCLE. Nodes in cycles are labeled
3. The remaining nodes form a forest. After picking a root node adjacent to a
cycle for each tree in the forest, all nodes in a tree are labeled with their distance
(modulo 3) to the corresponding root.

part of a cycle, then £(v) = 3. By removing all nodes (and incident edges)
that belong to a cycle, the graph decomposes into a set of Trees 7. Each
tree T' € 7 is labeled by first picking a node r € T that was originally
adjacent to a cycle and setting £(r) = 0. Then, for each other node t € T
let distr(r,t) be the distance from r to ¢ in T and set £(¢) = distr(r,t)
mod 3. An example for the labeling can be found in Figure 5.4. As only
the labels {0, 1,2, 3} are used, 2 bits suffice.

The verifier V returns YES for nodes v with a) at least two neighbors
have a label of 3 if £(v) = 3 or b) if £(v) = j, 7 € {0,1,2}, then the
following three conditions must be fulfilled: i) There is no neighbor with
a label of j, i4) There is exactly one neighbor with a label of j — 1 if
j € {1,2} or at most one neighbor with a label of 2 if j = 0, and 4i%)
all other neighbors must have a label of exactly j +1 mod 3 or 3. In
all other cases, V returns NO. If a node v is part of an undirected cycle
(hence, £(v) = 3), then it has at least two neighbors in the cycle with the
label 3, meaning that V returns YESs for v. Else, consider the tree T' € 7
from above with v € T with the corresponding “root” node r picked by
the prover. If v = 7, then all neighbors in T" have the label 1 and all other
neighbors (of whom at least one exists) are on cycles with a label of 3.
Thus, V outputs YES for v = r. If v € T and v # r, then all neighbors v’
of v in T are labeled according to £(v') = distr(r,v") mod 3. All other
neighbors (if any exist) of v in G must be on cycles with a label of 3.
Hence, V returns also YES in this case.

For the U-prover-verifier pair (P, V) to be correct, it is left to show
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that V returns No for at least one node if the considered graph is not in
U-CyCLE. Let Gro be a connected undirected graph containing no cycle.

Assume there would be a node v € V(Gno) with £(v) = 3. Consider all
nodes with a label of 3 in V(Gno): As there is no cycle, the subgraph(s)
induced by these nodes form a forest .#. Let T € % be the tree with
v € T. Pick a leaf of T: It has at most one neighbor with a label of 3,
meaning that V will return NoO for at least one node.

Thus, no node v with ¢(v) = 3 can exist. Now, pick any node v €
V(Grno with fv € {0,1,2}. v (and also any other node in V(Gro) must
have exactly one neighbor v; with a label of ¢(v1) = £(v) — 1 mod 3, as
else V would return NoO for v. Consider the path starting from v that
picks as its next node the unique neighbor with a label smaller by one
modulo 3, i.e., v,v1,... - until no such node exists any more. Since G,
is cycle-free, the path must be finite and end at some node v;. As v; has
no neighbor with a label of 3 or a label of ¢(v;) —1 mod 3, the verifier
V returns NO for v;. Thus V will return NoO for any connected graph not
containing a cycle, meaning that the U-PVP (P, V) is correct. O

Lemma 5.5. The U-PVP proof size for U-CYCLE is at least 2 bits.

The proof is by case distinction, cf. Figure 5.5. We construct a graph
G consisting of a path P of three nodes attached to a cycle. If the proof
size is restricted to just one bit, then there are only 2° = 8 possible
combinations to label the three nodes in P. For each of the eight cases,
we can construct a No-instance H such that for each vy € V(H) there
is a vg € V(G) with (¢(vg),U(vi)) = (¢(va),U(va)), meaning that the
verifier will output YES for each node in H.

Proof. Assume there exists a U-PVP (P,V) for U-CYCLE using 1 bit.
We use a YEs-instance G = (V(G), E(G)) of U-CYCLE consisting of a
cycle with three nodes with a path P of three nodes attached to it. We
will show that for any labeling ¢ assigned to the nodes on the path P,
for which V returns YES for all nodes in G, there exists a NoO-instance
H = (V(H), E(H)) of U-CYCLE for which V must also return YEs for all
nodes in H. W.l.o.g. consider the four cases in Figure 5.5.

These four cases combined with their analogous inversions, where all
labels are switched on the path P, present all combinations of how labels
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Gl: ° o 0 —> H;i:
G2: @ ° e —> Hj:

e OAd A0 H0) — e

Figure 5.5: YEs-instances G1,G2,G3,G4 and No-instances Hi, Ha, Hs, Hy
of U-CycLE. For any labeling assigned to the YES-instances, there exists a
No-instance for which ¥V must return YES for all nodes. In these graphs, the
labels for the nodes in the cycle can be chosen arbitrarily. The numbers in the
remaining nodes are their labels. All labels in this figure can be inverted to get
the remaining 4 possible combinations for a labeling.

can be assigned to the nodes on the path P. For every YES-instance
G there exists a No-instance H such that for each vy € V(H) there is
a vg € V(G) with (l(va),U(ve)) = (U(vae),U(vg)). Since V can not
differentiate between vy and Vi, it must also return YES for all nodes in
the corresponding No-instance, which contradicts that (P, V) is correct.
It follows that there is no correct proof labeling scheme (P, V) using only
1 bit. O

5.3.2 Acyclicity

In the undirected case, an acyclic graph is nothing but an undirected
tree. The question of detecting undirected trees was already answered
in [69] (see Section 5.3.3). In the directed case, however, not every acyclic
graph is necessarily a tree. Let D-ACYCLIC denote the set of all weakly
connected directed acyclic graphs. In the remainder of this section we
establish the following:
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Figure 5.6: A labeled YEs-instance of D-AcycLic. Nodes without incoming
edges are labeled 0, all other nodes have a label that is equal to the highest
incoming label plus 1.

Theorem 5.2. For the acyclicity detection problem, it holds that
(i) The Di-proof size for D-AcycCLIC is ©(logn) bits.
(%) The Dz-proof size for D-AcycLIC is ©(logn) bits.

While not every directed acyclic graph is a directed tree, the converse
holds, i.e., every directed tree is a directed acyclic graph. Techniques
similar to those used by Korman et al. [69] can be used to obtain the
claimed lower bound for tree detection in our model. Hence, we only need
to establish the upper bounds in Theorem 5.2. Note that any D;-PVP
immediately yields a D2-PVP with the same proof size by simply ignoring
the information obtained via outgoing edges. It is therefore sufficient to
find a D1-PVP with the desired proof size.

Lemma 5.6. There is a D1-PVP for D-AcycLIC with a proof size of
logn bits.

In the proof, the prover assigns each node with no incoming labels the
label 0, and each other node the highest incoming label plus one. We
refer to Figure 5.6 for illustration. Thus, each node with label j > 0 can
check if there is an incoming label j — 1, or when j = 0, if the multiset of
incoming labels is the empty set. As each No-instance contains a cycle,
a node with the highest label in the cycle would send its label to another
node, causing this node to output No.

Proof. We describe a D;-prover-verifier pair (P, V) as required. Let G =
(V, E) € D-AcycLic and let Vo C V be the set of all nodes vp € V' with
Dy (v) = [0], i.e., vo has zero incoming edges. The prover P labels all
nodes v € V as follows. a) All nodes vg € Vj have the label £(vo) = 0, and
b) for all other nodes vy € V holds: £(vy) = 1 + max(y.,)ep f(u). We
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refer to Figure 5.6 for an example. As a label i requires a label i — 1 to
exist, the highest label is bounded from above by n, inducing a maximum
label size of logn bits.

The verifier V returns YES for nodes v with a) Di(v) =[] if £(v) =0
or b) £(v) = 1+max(y v)ep £(u) if Di(v) # []. In all other cases, V returns
No. Thus, the verifier returns YES for all nodes in V if G was labeled by
P, as all incoming labels are available to the verifier.

For the Di-prover-verifier pair (P, V) to be correct, it is left to show
that V returns NoO for at least one node if the considered graph is not
in D-AcvycLic. Let G. be a weakly connected directed graph containing
a directed cycle C = v1,v2,...,v¢,v1. W.lo.g., let v; € C be a node
with the highest labeling in C. Consider the outgoing edge from v; in C:
The corresponding neighbor of v; in C' cannot have a higher label than v;.
Thus V will return NO, meaning that the D;-PVP (P,V) is correct. [

5.3.3 Trees

Let U-TREE denote the set of all undirected trees. Let correspondingly
D-TREE denote the set of all weakly connected directed trees in which all
edges are directed away from some unique root node.

Theorem 5.3 ( [69]). For the tree detection problem, it holds that
(i) The proof size for U-TREE is O(logn) bits.
(i) The D1-proof size for D-TREE is O(logn) bits.

(iii) The Da-proof size for D-TREE is O(logn) bits.

While the authors of [69] assumed port numbers to be available, the
PLS used in the upper bound construction do not make use of them.
Therefore, the upper bound claims (i) and (ii) carry over to our model.
Since their port numbering model is strictly stronger than ours, the same
is true for the lower bounds. Naturally, upper bounds for D;-proof sizes
carry over to the Ds-case, so the only thing that is left is to show that
there exists no D2-PVP with a proof size of o(log n) bits. Since the counter
example construction to establish this claim are very similar to the con-
struction used in [69], we omit the details here.
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5.4 Port Numbers vs. s-t Reachability

As pointed out by G66s and Suomela in [60], “ To ask meaningful questions
about connectivity [...] we have the promise that there is exactly one node
with label s and exactly one node with label t.” In this section, we thus
assume that all graphs have at least two nodes, of which one node has the
unique label s and another node has the unique label t. It is known that
in the undirected case, the U-proof size for s-t reachability is 1 bit, as
argued in the introduction to this chapter. In the directed case, on which
we focus, a non-trivial lower bound remained an open question [60]. For
that, let s-t REACHABILITY denote the set of all directed graphs containing
a directed path from s to t.

We show a lower bound for s-t REACHABILITY with one-way commu-
nication by combining our previously used techniques. The upper bound
for the two-way case requires a new insight: As it turns out, port num-
bers can be emulated in our model by implementing a 2-hop coloring with
only O(log A) bits. Then, whenever a port number is required for some
proof, we only need to pay at most O(log A) bits. While this seems like
a high price to pay, we note that referring to a specific port number re-
quires O(log A) bits even if the port numbering itself is provided for free.
We will later see how this applies in the case of two-way s-t REACHABIL-
ITY (cf. [60]). In the remainder of this section we establish the following
theorem:

Theorem 5.4. For the s-t REACHABILITY problem, it holds that
(i) The Di-proof size for s-t REACHABILITY is ©(logn) bits.
(ii) The Da-proof size for s-t REACHABILITY is at most O(log A) bits.

To see that s-t REACHABILITY permits a Di;-PVP with a proof size
of O(logn) bits, observe that the nodes on the path can simply be enu-
merated, cf. Figure 5.7. Each node on the path can now check whether
it has a predecessor on the path, i.e., every YEs-instance is verified cor-
rectly. To see that No-instances will be rejected, one can follow a similar
line of arguments as in Lemma 5.6: Every path obtained by following
descending incoming labels, starting from ¢, must end in a node without
a predecessor, since the graph is finite and s and ¢ are not connected.
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Lemma 5.7. There is D1-PVP for s-t REACHABILITY with a proof size
of O(logn) bits.

Proof. We describe a Di-prover-verifier pair (P, V) as required. Let the
directed graph G = (V, E) € s-t REACHABILITY and let P = s,v1,...,v;,t
be a shortest directed path from s to t. The prover P labels all nodes
v ¢ P with £(v) = 0 and each node v; € P = s,v1,...,v;,t with £(v;) = i,
ie., £(v;) = dist(s,v;) by definition of P. We refer to Figure 5.7 for
illustration. As dist(s,t) < n, £(s) = s, and £(t) = t, the proof size is in
O(logn) bits.

The verifier V returns YES for all nodes v with a label of 0 and for
the node s with unique label ¢(s) = s. For the node ¢ with the unique
label ¢(t) = t, YES is returned if a) the label s is received, or b) if a label
greater than zero is received. V returns YES for all other nodes v with
label ¢(v) = ¢ > 1, if one of the received labels is ¢ — 1. For the special
case of £(v) = 1, one of the received labels has to be s.

Thus, the verifier will return YES at all nodes for YES-instances labeled
by P: The nodes v with £(v) = 0 and s return YES. Furthermore, as each
other node is on the path P = s,v1,...,v;,t with £(v;) = ¢, they have a
predecessor on the path with the desired label, and hence return YES as
well.

It is left to show that V returns No for at least one node if the graph G
is not in s-t REACHABILITY. Let H be a NoO-instance of s-f REACHABILITY,
i.e., there is no directed path from s to t. Consider the set Z of nodes
that can be reached from t by traversing directed edges in the reverse
direction to a node with a label lower by exactly one, or in the case of ¢,
with any label greater than zero. Note that by definition of H, there is no
node v’ € Z such that there is an edge (s,v") € H(E). Let v* be a node
with the lowest label £(v*) = z in Z: As v* cannot receive a label z — 1
or the label s, v™ will return No. Hence, the desribed D1-PVP (P,V) is
correct. O

Lemma 5.8. The D1-PVP proof size for s-t REACHABILITY is at least
log (%) — 2 bits.

Proof. Assume, for the sake of contradiction, that there is a D1-PVP
(P, V) for s-t REACHABILITY with a proof size of log(n/4) — 3 bits. Let n
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Figure 5.7: A labeled YEs-instance of s-t REACHABILITY. All nodes v in G on
the shortest s-¢ path P of length 5 are labeled ¢(v) = dist(s,v). All other nodes
are labeled 0.

U1 V2 V3 V4 Ulnf2]=3  Ulnfl-2  Unf]-1

Ulnga)

Un, Un—1 Un—2 Un-3 Vrnfa143  Ulnfp]4+2  Urnf2]41

Figure 5.8: The YEs-instance G of s-f REACHABILITY used in our proof of
Lemma 5.8. Nodes v; with j > [/2] have an outgoing edge to v;_[n/,]41- Note
that G contains only one simple s-t path.

be odd and let G be the directed path P = v1,...,v, where v1 = s, and
vp, = t. We add to G directed edges so that all nodes v, withn > k > [n/2]
have an outgoing edge to vix_[n/1+1, as depicted in Figure 5.8. We note
that G is a YES-instance for s-t REACHABILITY, and that there is only
one simple path from s to ¢ in G. Like above, we now apply P to G and
use the obtained labels £ to construct a No-instance H with a labeling £'.
The construction ensures that for every node u in H, there is a node v in
G with (¢'(u), D1(u)) = (£(v), D1(v)).

With an argument analogous to that in the proof of Lemma 5.3, we
will first show that there are i # j, with [7/2] +2 < i < n —4 and
1+2 < j <n-—2,such that £(v;) = £(v;). In other words, we are looking
for two non-adjacent nodes v; and v; that are within the second half of



116 CHAPTER 5. LOCAL CHECKING

Figure 5.9: YES-instance G of s-t REACHABILITY labeled by P, and the corre-
sponding No-instance H for s-t REACHABILITY. Some label A appears twice on
the s-t path, namely at the nodes v; and v;. Since v; is at least two steps after
v; and has an outgoing edge to a node x before v;, the No-instance H for which
V fails can be constructed. For the sake of simplicity not all edges are shown.

the path P, and v; comes before v; on P. Suppose that there are no
such v;,v;. Consequently, £(v[./,+2) must be different from the label of
each node in {vfp)44; ..., Un—2}. By induction, if v;,v; with the desired
properties do not exist, then there need to be at least |4 ] — 2 different
labels on the sub-path v[nsx)42,...,n—2. This is a contradiction to the
assumption that the proof size is limited to | § | — 3 bits, and we conclude
that such nodes v;, v; must be present.

To complete our proof of Lemma 5.8, we now construct the No-
instance H and the labeling ¢'. For that, let v; and v; be the two nodes
in G with £(v;) = £(v;) as above. We denote by x the node v;_fnp]41
in the first half of P with an incoming edge from v;. To construct H
and ¢, we first copy the graph G including the labels assigned by £. We
then replace the edges (vi,vit+1) and (vj,z) by (vi,z) and (vj,vi+1) (see
Figure 5.9). Note that in H, the two distinguished nodes s and ¢ are no
longer connected by a directed path.

It is left to show that V will return YES for all nodes in H when labeled
with ¢'. Note that in H, the only nodes that were changed in some way
in comparison to G were v;, vit1, v; and x. However, all four nodes still
have the same labels, and the incoming edges were changed only for =
and v;11. As it holds that ¢'(v;) = ¢'(v;), it follows that D1 (vi41) is the
same in G and in H, equivalently for D;(z). Thus, since the verifier V
returned YES for all nodes in GG, V must also return YES for all nodes in
H, contradicting that (P, V) is correct. O



5.4. PORT NUMBERS VS. S-T REACHABILITY 117

We note that the construction in the proof of Lemma 5.8 has constant
degree in every node. Therefore, there cannot be a D1-PVP for which the
proof size depends only on A. The missing part to establish Theorem 5.4
is a D2-PVP for s-t REACHABILITY.

The PVP for this problem as proposed by [60] relies on the nodes’
ability to “point to an edge” by using its port number. The authors
suggest to mark an s-t path P by simply pointing to the edges used by
P. We argue that one can point to an edge in our models U and D2z, even
though port numbers are not available. To that end, we enrich the labels
to include a 2-hop coloring of the graph G, i.e., a coloring (node labeling)
such that the label of each node v is unique among all nodes with distance
at most 2. We denote this coloring by ¢(v).

Since a 2-hop coloring requires at most A2 +1 colors, each color can be
encoded using O(log A) bits. Moreover, the 2-hop coloring can be checked
locally, since each node v only needs to verify if v and all its neighbors
have different colors. A PVP can now rely on the fact that v’s color is
unique among u’s neighbors.

To obtain a D2-PVP for for s-t REACHABILITY, a node u € V' can now
point to an edge (u,v) € E by referencing c¢(v) in its label. In this way,
the pointed-to edge is uniquely specified for both v and v. Applying the
same reasoning as in [60], we obtain the following lemma, which together
with Lemmas 5.7 and 5.8 concludes our effort to establish Theorem 5.4.

Lemma 5.9. There is a D2-PVP for s-t REACHABILITY with a proof size
of O(log A) bits.
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