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All contributions are to be sent electronically to

bulletin@eatcs.org

and must be prepared in LATEX 2ε using the class beatcs.cls (a version of
the standard LATEX 2ε article class). All sources, including figures, and a
reference PDF version must be bundled in a ZIP file.

Pictures are accepted in EPS, JPG, PNG, TIFF, MOV or, preferably, in PDF.
Photographic reports from conferences must be arranged in ZIP files layed out
according to the format described at the Bulletin’s web site. Please, consult
http://www.eatcs.org/bulletin/howToSubmit.html.

We regret we are unfortunately not able to accept submissions in other for-
mats, or indeed submission not strictly adhering to the page and font layout
set out in beatcs.cls. We shall also not be able to include contributions not
typeset at camera-ready quality.

The details can be found at http://www.eatcs.org/bulletin, including
class files, their documentation, and guidelines to deal with things such as
pictures and overfull boxes. When in doubt, email bulletin@eatcs.org.

Deadlines for submissions of reports are January, May and September 15th,
respectively for the February, June and October issues. Editorial decisions
about submitted technical contributions will normally be made in 6/8 weeks.
Accepted papers will appear in print as soon as possible thereafter.

The Editor welcomes proposals for surveys, tutorials, and thematic issues of
the Bulletin dedicated to currently hot topics, as well as suggestions for new
regular sections.

The EATCS home page is http://www.eatcs.org
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Letter from the President

Dear EATCS members,

Last July, in Venice, the Council has
elected me as new EATCS President for the
next two years term. Although a little
frightened at the beginning, I confess that
I am now very pleased and honoured to have
the chance to serve our Community and, more
generally, to devote my experience to
strengthen and expand the role of our
Association for the benefit of theoretical
computer science. To the former President
Mogens Nielsen, who has dedicated so much
effort to EATCS in the past four years and
who has contributed so successfully to the
growth of the Association, a warm thank
from all of us.

This year, ICALP has been, as usual, a very
successfull event. Our flagship conference
was accompanied by nine very interesting
workshops and by three well-established
conferences: PPDP, LOPSTR, CSFW, spanning
from declarative programming to program
synthesis, to formal aspects of security.
More than four hundred participants
attended the various scientific events and
enjoyed the charming athmosphere and the
colours of the Laguna. We wish to thank
once more Michele Bugliesi and his team for
the perfect organization and the program
Chairs of the three Tracks: Ingo Wegener,
Vladimiro Sassone and Bart Preneel, for
having set up such an excellent scientific
program. During the conference Mike
Paterson has received the EATCS
Distinguished Achievements Award in
recognition of his outstanding scientific
contributions to theoretical computer
science.
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The organization of the next ICALP in
Wroclaw is proceeding well. Again in 2007
ICALP will be organized in three Tracks, as
in Lisbon and Venice. Besides two
important conferences will be co-located
with ICALP: LICS and Logic Coloquium. If
you wish to contribute with the
organization of Satellite Workshops you
should get in touch with Tomek Jurdzinski.
For more information please consult the
site http://icalp07.ii.uni.wroc.pl.

Finally, let me announce you that in Venice
it has also been decided that ICALP 2008
will be held in ReykjavŠk, Iceland. The
organization is already making the first
steps.

In conclusion let me greet the new readers
of our Bulletin that, starting with this
issue, is freely accessible in the net. As
it is explained in the Letter from the
Bulletin Editor we are happy to deliver
such a qualified scientific service to the
theoretical computer science community
worldwide and we hope to promote, in this
way, the activities of our Association
further. I wish to thank Vladimiro Sassone
for the extra effort that the larger
visibility of the Bulletin will require.

Giorgio Ausiello, Rome
September 2006
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Letter from the past President
Dear EATCS members,

As you will see reported in this issue of
the Bulletin from our EATCS meetings during
ICALP 2006 in Venice, some of the EATCS
Council members had expressed wishes to
step down from their offices, including Jan
van Leeuwen as Vice-President and myself as
President.

On behalf of Jan and myself I would like to
thank everybody who has contributed to the
development of EATCS over the past few
years. It has been an exciting and
challenging period, in which EATCS has
continued its strategy towards playing an
increasing role in a rapidly changing
global research political environment.

We were happy to see two very recent steps
in this direction. First of all, the
overwhelming approval by all our members in
the recent voting on the proposed new
statutes for EATCS, aimed precisely at
modernizing our organization. Secondly,
the decision by the EATCS Council to
experiment with open access to the Bulletin
for a one year period.

We are confident that EATCS will continue
to grow and to strengthen its role also in
the future, in particular with Giorgio
Ausiello, with his vast experience,
devotion, and visions, taking over as
President. EATCS couldn’t have wished for
a better President, and Jan and I are both
looking forward to contributing also in the
future, although now from different offices
in the Council.

Mogens Nielsen, Aarhus
October 2006
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Letter from the Bulletin Editor

Dear Reader,

Rejoice!, as the Bulletin of the EATCS is going
Open Access! Yes, starting from the October 2006
issue, the Bulletin will be freely available on the
EATCS web site hhtp://www.eatcs.org for a trial
period of unspecified length; retrospectively, the
past issues from no 81 (October 2003) will also be
available electronically. EATCS members will be
able to opt for a printed copy in addition to the
default PDF one, by logging on to our MemberZone at
www.eatcs.org.

The Council of the EATCS, recognising the high
quality reached by this publication during its many
years of activity, convened that the Bulletin must
take up the challenge of becoming more widely
available beyond the circle of EATCS members, if it
is to keep improving. This is expected to enlarge
our readership and, therefore, provide our authors
and editors with a well-deserved, higher return for
their excellent work and contribute to further
raise quality standars. With its decision, the
Council turns the Bulletin from ‘just’ a “members’
benefit” to a high-visibility item, an icon to
speak up for the entire Association and promote its
activities. In this sense, this is a “promotion”
for the BEATCS, and indeed a source of satisfaction
for me. Of course, going OA is a momentous choice
from the Council: the Bulletin has been among the
chief Association’s members’ benefits for over 30
years, and before committing to it for good we need
to collect feedback from our members and from the
community at large, and assess the return. This is
the reason to start with a trial period.

Returning to the specifics of this issue’s
contents, we offer the usual rich variety of
contributions whose details I leave to you to
discover. Touching on a sad note, unfortunately
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two distinguished members of our community passed
away recently, Joseph Goguen and Zdzisław Pawlak:
I would like to draw your attention to the two
obituaries that pay them tribute, as well as to
Grzegorz Rozenberg’s column, authored this time by
Salomon Marcus, which focuses on work by Pawlak.

I conclude by apologising for the lack of the
traditional pictures from ICALP 2006 and associated
workshops: for technical reasons it has not been
possible to include them; they will appear in a
future issue.

Enjoy

Vladimiro Sassone, Southampton
October 2006
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ICALP 2005
R   EATCS G A 2006

The 2006 General Assembly of EATCS took place on Tuesday, July 11th, 2006, on
San Servolo in Venice, the site of the ICALP. President Mogens Nielsen opened
the General Assembly (GA) at 18:30. The agenda consisted of the following
items.

R   EATCS P. Mogens Nielsen reported briefly on
the EATCS activities between ICALP 2005 and ICALP 2006. He referred to the
more detailed report posted a couple of weeks before the GA on the EATCS web
page atwww.eatcs.org. Mogens Nielsen explicitly mentioned and emphasized
several items.

First of all, a status on the composition of the EATCS Council was given. In
the 2005 election, the following ten members of the Council were elected:

Luca Aceto
Giorgio Ausiello
Giuseppe Italiano
Eugenio Moggi
Catuscia Palamidessi

Don Sanella
Jiri Sgall
Wolfgang Thomas
Ingo Wegener
Emo Welzl

Mogens Nielsen also reported that he himself, Jan van Leeuwen, and Branislav
Rovan had expressed wishes to step down from their offices in the Council as Pres-
ident, Vice-President, and General Secretary respectively. Following this, Giorgio
Ausiello had been elected as new EATCS President, Mogens Nielsen and Paul
Spirakis appointed as Vice-Presidents, and Jan van Leeuwen (continuing as chair-
man of the Publications Committee) and Dirk Janssens (continuing as EATCS
Treasurer) appointed as members of the Council. The Council had furthermore
decided to propose to abandon the notion of Secretary General from the EATCS
Statutes (see below).

The EATCS Council had decided to form a small number of Committees re-
sponsible for various activities, including

• EATCS Publications, chaired by Jan van-Leeuwen

• EATCS Awards and Prizes, chaired by Vladimiro Sassone

• EATCS Chapters, chaired by Eugenio Moggi

• EATCS Conferences, chaired by Giuseppe Italiano
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The number of EATCS members had decreased slightly, following the in-
creases from the past few years. Mogens Nielsen encouraged all members to
update their membership information regularly (fromwww.eatcs.org).

The financial situation of EATCS showed a small surplus, mainly due to ef-
forts of the editor of the Bulletin of the EATCS, Vladimiro Sassone, resulting
in low production costs. Mogens Nielsen concluded that the financial situation
of EATCS in general allows for new EATCS initiatives. Some such initiatives are
currently under discussion in the EATCS Council, and he encouraged all members
to contribute to this discussion by contacting Council members.

The president reported on the composition of the award committees. At the
time of the General Assembly, the new members of the Gödel Prize Committee
2007 had not yet been appointed, but subsequently EATCS has appointed Colin
Stirling (supplementing P. Vitanyi, and V. Diekert), and ACM-SIGACT has ap-
pointed Shafi Goldwasser (supplementing C. Papadimitriou, and J. Reif, who will
be chairing the 2007 Committee). For the EATCS Award 2007 committee EATCS
has appointed of Catuscia Palamidessi as a new member, supplementing , D. Pe-
leg, and W. Thomas, who will be chairing the 2007 committee.

Mogens Nielsen also reported on a Council decision to keep also for 2007
the successful structure of ICALP with the three tracks A (Algorithms, Automata,
Complexity and Games), B (Logic, Semantics and Theory of Programming), and
C (Security and Cryptography Foundations).

In the reporting period a total of 16 events were under the auspices of EATCS,
and EATCS sponsored a number of prizes for the best papers or best student papers
at conferences (ICALP, ETAPS, ESA, and ICGT), Furthermore, Mogens Nielsen
acknowledged the activities of the EATCS chapters. More details in the report on
the web.

Mogens Nielsen also included brief reports from the EATCS associated pub-
lications, again referring to the annual report for details. In the EATCS Texts and
Monographs series, a total of five Texts and one Monograph had been published
in the reporting period.

P  R EATCS S. For technical reasons, the pro-
posal for new EATCS Statutes presented at the EATCS General Assembly in 2006,
had not been sent for approval by EATCS members as expected. Mogens Nielsen
apologized for this, and asked the General Assembly to approve again (a slightly
modified version of) the new Statues to be sent for a voting amongst all members.
The purpose of the revision was still to modernize the formation of the Council
(by removing references to explicit publications, and by removing the notion of
a Board and the notion of a Secretary General), to clarify some ambiguities (e.g.,
the formulation of the nationality constraint in the formation of the Council), to
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remove some unfortunate restrictions (e.g., the inflexibility of timing constraint
on Council elections, which fall in the holiday season), and to correct some small
inconsistencies.

The proposal was approved by the GA.

R   B   EATCS. The Bulletin editor, Vladimiro
Sassone, gave a brief account on the Bulletin. In the reporting period, three vol-
umes of the Bulletin of the EATCS had been published, A number of recent
Bulletin issues are now available electronically for EATCS members. The edi-
tor thanked the Column editors, News editors, and everybody else contributing to
the success of the Bulletin.

Importantly, the editor reported a recent decision by the Council to experiment
with open access to the Bulletin for a one year period. As a consequence of
this, it was furthermore decided that members of the EATCS in the future must
actively ask for printed versions of the Bulletin to be posted (as opposed to now,
where members can actively ask NOT to have the Bulletin sent). Members will,
of course, be informed in due time about this new policy.

A special thanks and appreciation was given to the editor, V. Sassone, for his
efforts in continuously improving the quality of the Bulletin.

R ICALP 2006. Michele Bugliesi gave a report on the local arrange-
ments for ICALP 2006, on behalf of himself and the rest of the organizing com-
mittee.

ICALP 2006 was co-located with the 8th ACM-SIGPLAN International Con-
ference on Principles and Practice of Declarative Programming (PPDP 2006), the
International Symposium on Logic-based Program Synthesis and Transformation
(LOPSTR 2006), and the 19th IEEE Computer Security Foundations Workshop
(CSFW 2006). On top of this, ICALP 2006 had a total of 9 pre/post-conference
workshops.

The GA expressed its appreciation for a superb organization of ICALP 2006.
ICALP 2006 continued the format introduced in 2005 with three tracks with

separate program committees. Besides the traditional tracks A (Algorithms, Au-
tomata, Complexity and Games) and B (Logic, Semantics and Theory of Pro-
gramming), an additional track C on Security and Cryptography Foundations.

The three PC chairs Ingo Wegener (track A), Vladimiro Sassone (track B),
and Bart Preneel (track C) gave separate reports. There was a very high number
of 403 submissions for ICALP (230 for track A, 92 for track B, 81 for track C),
out of which 109 were accepted for the conference. The three chairs provided
many more statistical details of their work, some of which will appear in the usual
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ICALP report contributed to this volume by Manfred Kudlek. Again, the GA
expressed its appreciation for their excellent work.

The President kept the tradition presenting the ICALP organizers and the PC
chairs with small gifts, thanking all of them for their efforts.

R ICALP 2007. On behalf of the organizers, Tomasz Jurdzinski re-
ported on the organisation of ICALP 2007 to be held in Wroclaw, Poland, on July
9–13, 2007. ICALP 2007 will follow the successful format of the three tracks A
(on Algorithms, Automata, Complexity and Games, chaired by Lars Arge, Univer-
sity of Aarhus, Denmark), B (on Logic, Semantics and Theory of Programming,
chaired by Andrzej Tarlecki, University of Warsaw, Poland), and C (on Security
and Cryptography Foundations, chaired by Christian Cachin, IBM Zurich Re-
search Laboratory, Switzerland).

The conference will co-locate in 2007 with the 22nd Annual IEEE Sympo-
sium on Logic in Computer Science (LICS 2007) and the ASL European Summer
Meeting (Logic Colloquium ’07).

The GA thanked Jurdzinski and the whole group from Wroclaw for their or-
ganizational efforts.

V  ICALP 2008. Mogens Nielsen announced that he was only
aware of one contender for hosting ICALP in 2008, the Icelandic Center of Excel-
lence in Theoretical Computer Science, ICE-TCS, in Reykjavik, Iceland. When
nobody from those present brought up another proposal, Magnus Halldorsson pre-
sented (on behalf of himself and his co-organizers Anna Ingolfsdottir and Luca
Aceto) the proposal of organizing ICALP 2008, including basic information about
the ICE-TCS, the Universities in Reykjavik, the city of Reykjavik, accommoda-
tion facilities, etc.

The GA approved unanimously Reykjavik as the site for ICALP 2007.

EU . The EATCS Vice-President Paul Spirakis gave a brief account
of recent developments concerning on the Seventh Framework Programme (2007-
2013) entitled: News From Brussels and Some Thoughts for the Future. Paul
Spirakis focused on issues like new funding schemes and new procedures, and
emphasized particularly the role of basic science. The presentation was very well
received by the GA, indicated by a subsequent lively discussion.

S. At this point, around 20:00, the President thanked all present and
concluded the 2006 General Assembly of the EATCS by introducing Manfred
Kudlek, presenting the statistics of the authors who published repeatedly at
ICALP, and presenting the special EATCS badges to those having reached 5
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or more full papers at ICALP. By tradition Manfred also presented the EATCS
badges to the editors of the ICALP 2006 proceedings.

Giorgio Ausiello and Mogens Nielsen
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EATCS AWARD2007
C  N

EATCS annually honors a respected scientist from our community with the pres-
tigiousEATCS D A A. The award is given
to acknowledge extensive and widely recognised contributions to theoretical com-
puter science over a life long scientific career.

For the EATCS Award 2007, candidates may be nominated to the Awards Com-
mittee. Nominations must include supporting justification and will be kept strictly
confidential. The deadline for nominations is:December 15, 2006.

Nominations and supporting data should be sent to the chairman of the EATCS
Awards Committee:

Prof. Dr. Wolfgang Thomas
Lehrstuhl Informatik 7
RWTH Aachen
Ahornstr. 55, 52074 Aachen (Germany)

Email: thomas@informatik.rwth-aachen.de

Previous recipients of the EATCS Award are

R.M. Karp (2000) C. Böhm (2001)
M. Nivat (2002) G. Rozenberg (2003)
A. Salomaa (2004) R. Milner (2005)
M. Paterson (2006)

The next award is to be presented during ICALP’2007 in Wroclaw.
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BRICS, Basic Research in Computer Science,
Aarhus, Denmark

Elsevier Science
Amsterdam, The Netherlands

IPA, Institute for Programming Research and Algorithms,
Eindhoven, The Netherlands

Microsoft Research,
Cambridge, United Kingdom

PWS, Publishing Company,
Boston, USA

TUCS, Turku Center for Computer Science,
Turku, Finland

UNU/IIST, UN University, Int. Inst. for Software Technology,
Macau, China
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R   J C

K. Makino(Tokyo Univ.)

EATCS-JP/LA Workshop on TCS

The sixth EATCS/LA Workshop on Theoretical Computer Sciencewill be held
at Research Institute of Mathematical Sciences, Kyoto Univ., January 29∼ 31,
2007. The workshop will be jointly organized withLA, Japanese association of
theoretical computer scientists. Its purpose is to give a place for discussing topics
on all aspects of theoretical computer science.

A formal call for papers will be announced at our web page early November,
and a program will be announce early January, where we are also planning to
announce a program in the next issue of the Bulletin. Please check our web page
around from time to time. If you happen to stay in Japan around that period, it
is worth attending. No registration is necessary for just listening to the talks; you
can freely come into the conference room. (Contact us by the end of November
if you are considering to present a paper.) Please visit Kyoto in its most beautiful
time of the year !

5th EATCS-JP/LA Presentation Award

The fifth EATCS/LA Workshop on Theoretical Computer Science was held at Re-
search Institute of Mathematical Sciences, Kyoto Univ., January 30th∼ February
1st, 2006. Mr. Ryotaro Hayashi (Tokyo Inst. of Tech.) who presented the
following paper, was selected as the 4th EATCS/LA Presentation Award.

Anonymizable public-key encryption
by R. Hayashi, K. Tanaka (Tokyo Inst. of Tech.)

The award was given to him at the Summer LA Symposium held in August
2006.Congratulations!Please check our web page for the detail information and
the list of presented papers.

On TCS Related Activities in Japan:

TGCOMP Meetings, January∼ June, 2006

The IEICE, Institute for Electronics, Information and Communication Engineers
of Japan, has a technical committee calledTGCOMP, Technical Group on foun-
dation of COMPuting. During January∼ June of 2006,TGCOMPorganized 4
meetings and about 37 papers (including one tutorial) were presented there. Top-
ics presented are, very roughly, classified as follows.
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Algorithm: On Graphs (11)
Algorithm: On Strings (3)
Algorithm: On Other Objects (5)
Combinatorics/ Probabilistic Analysis (3)
Computational Complexity (5)

Cryptography (2)
Distributed Computing (2)
Formal Languages and Automata (2)
Quantum Computing (2)
DNA Computing (2)

See our web page for the list of presented papers (title, authors, key words, email).

The Japanese Chapter

Chair: Kazuo Iwama

V.Chair: Osamu Watanabe

Secretary: Kazuhisa Makino

email: eatcs-jp@is.titech.ac.jp

URL: http://www.is.titech.ac.jp/~watanabe/eatcs-jp
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News from India

by

Madhavan Mukund
Chennai Mathematical Institute

Chennai, India
madhavan@cmi.ac.in

We begin with a quick summary of some recent events.

Summer School on Algorithms, Complexity and Cryptology A summer
school onAlgorithms, Complexity and Cryptologywas organized in Bangalore
from May 22 to June 9, 2006 by Microsoft Research India and the IISc Math-
ematics Initiative, Indian Institute of Science, Bangalore. The list of speakers
included Dan Boneh (Stanford, USA), Kamal Jain (Microsoft Research, USA),
David Jao (Microsoft Research, USA), Ravi Kannan (Yale University, USA), Ki-
vanc Mihcak (Microsoft Research, USA), A. Shamir (Weizmann Institute, Israel),
and Eran Tromer (Weizmann Institute, Israel). The school was attended by senior
undergraduate students, graduate students, research scholars and faculty members
and was well received.

Formal Methods Update Meeting During the past few years, the Indian Asso-
ciation for Research in Computing Science (IARCS) has organized regular “up-
date” meetings in the area of formal methods. The meetings are intended as a
forum for Indian researchers and students in theoretical computer science to up-
date themselves on current trends and to explore new research areas.

This year’s meeting was held at IIT Guwahati from 3–6, July 2006. Bharat
Adsul and Madhavan Mukund from Chennai Mathematical Institute surveyed var-
ious issues related to parity games. K Narayan Kumar gave an introduction to the
expressive completeness of LTL with respect to first-order logic. Kamal Lodaya,
Antoine Meyer and R Ramanujam from the Institute of Mathematical Sciences
gave a series of talks on infinite-state verification. Paritosh Pandya from the Tata
Institute of Fundamental Research spoke on timed logics while Anil Seth from
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IIT Kanpur discussed quantitative games. In addition to these survey talks, some
participants presented technical talks on their work.

For many participants, this was the first opportunity to visit the new IIT Guwa-
hati campus, on the banks of the Brahmaputra. The organization by Purandar
Bhaduri’s team was impeccable and the workshop went off very well, both aca-
demically and socially.

We now move onto some forthcoming events.

SEFM 2006 SEFM 2006, the 4th IEEE International Conference on Software
Engineering and Formal Methods, is being held in Pune, India during the period
September 11–15, 2006 even as this article is being written. The aim of the con-
ference is to bring together practitioners and researchers from academia, industry
and government to advance the state-of-the-art in formal methods, to scale up their
application in software industry and to encourage their integration with practical
engineering methods.

The Program Committee for SEFM 2006 is jointly chaired by Paritosh Pandya
(TIFR, Mumbai, India) and Dang Van Hung (UNU-IIST, Macao, China). This
year’s invited speakers are Sriram Rajamani (Microsoft Research India, India),
John Rushby (SRI International, USA), Joseph Sifakis (CNRS and VERIMAG,
France) and Bertrand Meyer (ETH Zurich, Switzerland).

The website for SEFM 2006 is athttp://www.iist.unu.edu/SEFM06.

FSTTCS 2006 The 26th edition of FSTTCS will take place from December
13–15, 2006 at the Indian Statistical Institute, Kolkata. Anupam Gupta and Amit
Kumar will organize a satellite workshop on Approximation Algorithms on De-
cember 16. Another satellite workshop is being planned for December 12. Details
will be announced shortly.

The Program Committee is co-chaired by S. Arun-Kumar and Naveen Garg
from IIT, Delhi. The list of invited speakers for FSTTCS 2006 includes Gordon
Plotkin (Edinburgh, UK), Emo Welzl (ETH Zurich, Switzerland), Gérard Boudol
(INRIA, Sophia Antipolis, France), David Shmoys (Cornell, USA), and Eugene
Asarin (LIAFA, Paris 7, France).

A total of 34 papers have been accepted from over 150 submissions. The
list of accepted papers can be found via the conference website athttp://www.
fsttcs.org.

We look forward to seeing a lot of you at FSTTCS, the main conference of the
Indian Association for Research in Computing Science (IARCS).

ISAAC 2006 The 17th International Symposium on Algorithms and Computa-
tion (ISAAC 2006) will take place in Kolkata, India. The Program Committee is
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chaired by Tetsuo Asano (JAIST, Japan). The invited speakers at ISAAC 2006
are Tamal Dey, (Ohio State, USA) and Kazuo Iwama (Kyoto, Japan). The list of
accepted papers is available via the conference website,http://www.isical.
ac.in/~isaac06.

International Conference on Discrete Mathematics ICDM 2006 will be held
in Bangalore from December 15 to December 18, 2006. The conference is or-
ganized jointly by the Ramanujan Mathematical Society and Indian Institute of
Science, Bangalore. The academic programme consists of plenary talks, invited
talks, poster paper presentations and mini-symposia on Discrete Mathematics and
its applications. For more details, look up the conference webpage athttp:
//www.ramanujanmathsociety.org/icdm2006.html.

Workshop on Algorithms for Data Streams A workshop on Algorithms for
Data Streams will be held at the Department of Computer Science and Engineer-
ing IIT Kanpur from December 18–20, 2006.

The aim of this workshop is to bring together active and world-class re-
searchers to discuss cutting-edge research and ideas in the areas of data stream
algorithms, techniques and complexity of data streaming problems. The workshop
is being organized by Sumit Ganguly (IIT Kanpur), Sudipto Guha (University of
Pennsylvania) and S. Muthukrishnan (Google). The list of confirmed speakers is
long and studded with illustrious names. Participation is by invitation only.

For more details, see the workshop page athttp://www.cse.iitk.ac.in/
users/sganguly/workshop.html.

Madhavan Mukund, Chennai Mathematical Institute
Secretary, IARCS (Indian Association for Research in Computing Science)

http://www.cmi.ac.in/~madhavan
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News from Ireland

by

Anthony K. Seda

Department of Mathematics, National University of Ireland
Cork, Ireland
a.seda@ucc.ie

The conference Information-MFCSIT’06 took place on the campus of NUI,
Cork from 1st August to 5th August, 2006. It was a joint meeting in which the
Fourth International Conference on Information (Information’06) and the Fourth
Irish Conference on the Mathematical Foundations of Computer Science and In-
formation Technology (MFCSIT’06) were co-located, and hosted by the Interna-
tional Information Institute, Tokyo, and NUI, Cork.

The meeting was well-attended with about 110 participants from various parts
of the world, including nearly forty from China, Japan, Korea, and Vietnam, as
well as many from Ireland, UK and mainland Europe and some from the USA.
We were again fortunate in having nine well-known keynote speakers who de-
livered excellent and stimulating talks, as follows. Eugene Freuder (NUI, Cork,
Ireland): “Constraint Programming Software Can Help You Make Decisions”;
Grant Malcolm (University of Liverpool, UK): “Sheaves, Objects, and Distributed
Systems”; Michael Mitzenmacher (Harvard University, USA): “Network Appli-
cations of Bloom Filters and Related Data Structures”; Tadao Nakamura (Tohoku
University, Japan): “Trends in High Performance Computing with Low Power”;
John Power (Laboratory for Foundations of Computer Science, Edinburgh, UK):
“The Category-Theoretic Analysis of Universal Algebra: Lawvere Theories and
Monads”; Peter Puschner (Technische Universitaet Wien, Austria): “Architecture
Support for Temporal Predictability and Composability in Real-Time Comput-
ing”; Fuji Ren (University of Tokushima, Japan): “Affective Information Pro-
cessing and Recognizing Human Emotion”; Herbert Wiklicky (Imperial College,
London, UK): “Approximation in Program Analysis: The Importance of Being
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Close”; Jungong Xue (Fudan University, Shanghai, China): “Geometric Tail for
Non-Pre-emptive Priority MAP/PH/1 Queues”.

In addition to the keynote lectures and regular contributed papers, a number
of special sessions were arranged. Two were held in Information’06: “Cyber-
Terrorism and the Information Sword” (organized by Mahmoud Eid, University
of Ottawa, Canada); and “The Intellectual Human Support Technologies and its
Application” (organized by Tetsuya Tanioka, University of Tokushima, Japan and
Rozzano C. Locsin, Florida Atlantic University, USA). Seven special sessions
were held in MFCSIT: “Formal Approaches to Security” (organized by Alessan-
dra Di Pierro, University of Pisa, Italy, Michael Huth and Herbert Wiklicky both
of Imperial College, London, UK); “Complex Networks and Stochastic Dynam-
ics” (organized by James Gleeson, NUI, Cork); “Logic Semantics in Computer
Science” (organized by Vladimir Komendantsky, NUI, Cork, Ireland); “Category
Theory in Computer Science” (organized by John Power, University of Edinburgh,
UK); “Coding Theory and Cryptography” (organized by Max Sala, NUI, Cork,
Ireland); “Modular Analysis of Software: Theory and Applications” (organized
by Michel Schellekens, NUI, Cork, Ireland); and “Machine Models and Compu-
tation” (organized by Damien Woods, NUI, Cork, Ireland).

It is a pleasure to thank the sponsors of the meeting, and they included the
Boole Centre for Research in Informatics, NUI, Cork; Science Foundation Ire-
land; The Chinese Academy of Science and Engineering in Japan; The College
of Science, Engineering and Food Science, NUI, Cork; The Department of Com-
puter Science, NUI, Cork; The Department of Mathematics, NUI, Galway; The
School of Mathematics, Applied Mathematics and Statistics, NUI, Cork; and Bal-
lygowan Pure Irish Water. The meeting was co-chaired by Lei Li, Fuji Ren, T.
Hurley and A.K. Seda.

As usual, the Proceedings of Information’06 will be published in Information:
An International Journal, and the Proceedings of MFCSIT’06 will be published in
Elsevier’s Electronic Notes in Theoretical Computer Science (ENTCS).
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News from Latin America

by

Alfredo Viola

Instituto de Computación, Facultad de Ingenierìa
Universidad de la República

Casilla de Correo 16120, Distrito 6, Montevideo, Uruguay
viola@fing.edu.uy

In this issue I present the Workshop on Foundations of Databases and the
Web to honor the memory of Alberto Mendelzon, the Operations Research Latin-
American Congress, the Second Latin-American Workshop on Cliques in Graphs,
and the Workshop on Graph Theory and Applications. At the end I present a list
of the main events in Theoretical Computer Science to be held in Latin America
in the following months.

Workshop on Foundations of Databases and the Web.

The workshop on Foundations of Databases and the Web is organized to honor the
memory of our dear friend and colleague Alberto Mendelzon, who contributed
so much to the Database community as well as to South American Computer
Science.

Alberto Oscar Mendelzon was one of the pioneers who helped to lay the foun-
dations of relational databases. His early work on database dependencies has been
influential in both the theory and practice of data management. He was a professor
of computer science at the University of Toronto, was born in Buenos Aires, Ar-
gentina. His academic journey began in Argentina and he maintained, throughout
his life, close ties to his home country and home continent. He graduated from the
University of Buenos Aires in 1973 before studying at Princeton as a Fulbright
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Scholar. At Princeton, he received a M.S.E. degree in 1977, a M.A. degree in
1978, and a Ph.D. degree in 1979. He was a post-doctoral fellow at IBM’s T.J.
Watson Research Center for a year before joining the University of Toronto in
1980.

Alberto was a quiet man who did not seek out honors. He was modest about his
role in shaping the foundations of relational databases and his pioneering work in
laying the foundations for querying the web. He was elected to the Royal Society
of Canada (the Canadian National Academy for Science, Engineering, and the
Humanities) which is Canada’s top academic accolade.

You can visit Alberto Mendelzon’s homepage at the University of Toronto.
Also you can read the tribute article from SIGMOD, and this memorial.

The workshop will be held November 6-10 2006 in Chile aboard a ship touring
the San Rafael Glacier, one of the most impressive and scenic tourist attractions
in the world.

Attendance to the workshop is by invitation only. The workshop will provide
a venue for Alberto’s colleagues and their collaborators to present and discuss
research challenges in foundations of the web and databases.

For more information you may visithttp://grupoweb.upf.es/webdb/.

XIII CLAIO - Operations Research Latin-American Congress.

The XIII CLAIO, the Operations Research Latin-American Congress, and The 1st
ALIO /INFORMS Workshop on OR Education will take place on November 27 to
30, 2006, in Montevideo, the capital of the Republic of Uruguay. The Congress is
chaired by Dr. Héctor Cancela and organized by the Operations Research Depart-
ment of the Computer Science Institute of the University of the Universidad de
la República, Uruguay (UDELAR), ALIO (Latin American Operation Research
Associations) and IFORS (International Federation of Operations Research So-
cieties). The workshop is jointly organized by ALIO and INFORMS, under the
auspices of IFORS, and hosted by the Operations Research Department of UDE-
LAR

The plenary speakers are Martin Gr otschel (IFORS Distinguished Lecturer),
James J. Cochran, Carlos A. Coello Coello, Monique Guignard, Michel Gendreau,
Pierre L’Ecuyer, Gerardo Rubino and Julián Araoz.

In (http://www.fing.edu.uy/inco/eventos/claio06) you will find
more information of this event.

Second Latin-American Workshop on Cliques in Graphs.

The Second Latin-American Workshop on Cliques in Graphs will be held in the
Facultad de Ciencias Exactas of the Universidad Nacional de La Plata, Argentina,
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on October 18-20, 2006. The aim of the Workshop is to promote a meeting of
researchers in Graph Theory, Algorithms and Combinatorics, particularly those
working in Graph Operators, Intersection Graphs and Perfect Graphs.

During the meeting 20 scientific communications will be exposed and there
will be 5 plenary conferences: Andreas Brandst adt (Germany), Michel Habib
(France), Pavol Hell (Canada), Francisco Larrión with Miguel Angel Pizaña
(México) in honor to Victor Neumann-Lara, and Jorge Urrutia (México).

Selected full papers will be published in a special issue of Revista de la Unión
Matemática Argentina. Papers published in Revista de la Unión Matemática Ar-
gentina are reviewed in Mathematical Reviews and Zentralblatt f ur Mathematik.

The Organizing Committee is co-chaired by Liliana Alcón and Marisa Gutier-
rez (Argentina), and has the participation of Márcia Rosana Cerioli (Brazil), Min
Chih Lin (Argentina), Guillermo Durán (Argentina), Celina Miraglia Herrera de
Figueiredo (Brazil), Miguel Angel Pizaña (México), Fábio Protti (Brazil) and
Jayme Luiz Szwarcfiter (Brazil)

In http://www.mate.unlp.edu.ar/~liliana/cw06.html you will find
more information of this event.

Workshop on Graph Theory and Applications.

The Workshop on Graph Theory and Applications will be held in Porto Alegre,
Brazil on November 20 - 21, 2006 and is chaired by Vilmar Trevisan. This Work-
shop will be an international forum for researchers to disseminate ideas, propose
techniques, present and discuss approaches to open problems, share experiences
and discuss applications of Graph Theory. The target audience are graduate stu-
dents, researchers and professionals working in mathematics and computer sci-
ence, interested in graphs and their applications.

The Workshop will consist of mini-courses, invited lectures and session of
open talks.

The mini-courses and invited lectures are going to be announced as soon as
the final program is ready. The following researchers have agreed to give lectures:
Celina M. H. de Figueiredo, Stephen T. Hedetniemi (to be confirmed), David P.
Jacobs, Robert E. Jamison (to be confirmed), Luis Gustavo Nonato, and Jayme
Szwarcfiter.

The Proceedings of the Workshop will be published in a CD (with ISBN). The
Proceedings will be available at the time of the conference. The organizers are
negotiating a special issue in an international journal for the extended versions of
selected papers presented at the workshop.

In http://euler.mat.ufrgs.br/workgraph/home.html you will find
more information of this event.
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Regional Events

• September 17 - 23, 2006, Natal, RN, Brazil: SMBF 2006 - Brazilian Sym-
posium on Formal Methods (http://www.dimap.ufrn.br/sbmf2006).

• September 17 - 23, 2006, Natal, RN, Brazil: ICGT 2006 - International
Conference on Graph Transformation

(http://www.dimap.ufrn.br/icgt2006).

• September 18 - 22, 2006, San Luis Potosí, México: ENC 2006 - Encuen-
tro Internacional de Ciencias de la Computación (http://enc.smcc.org.
mx).

• October 18 - 20, 2006, La Plata, Argentina: Second Latin-American Work-
shop on Cliques in Graphs

(http://www.mate.unlp.edu.ar/~liliana/cw06.html).

• October 25 - 27, 2006, Puebla, México: LA WEB 06 - 4th Latin American
Web Congress (http://ict.udlap.mx/laweb2006/).

• November 6 - 10, 2006, San Rafael Glacier, Chile: Workshop on Founda-
tions of Databases and the Web (http://grupoweb.upf.es/webdb/).

• November 20 - 21, 2006, Porto Alegre, Brazil: Workshop on Graph Theory
and Applications

(http://euler.mat.ufrgs.br/workgraph/home.html).

• November 27 - 30, 2006, Montevideo, Uruguay: XIII CLAIO - Congreso
Latino-Iberoamericano de Investigación Operativa

(http://www.fing.edu.uy/inco/eventos/claio2006).

• January 10 - 13, 2007, Buenos Aires, Argentina: Conference on Logic
Computability and Randomness 2007

(http://www.dc.uba.ar/people/logic2007).
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News from New Zealand

by

C.S. Calude

Department of Computer Science, University of Auckland
Auckland, New Zealand

cristian@cs.auckland.ac.nz

1 Scientific and Community News

0. The number of CS+IT students has decreased sharply in many parts of the
worlds, including Australia and NZ, and the impact for academia and research in
the field was dramatic. According toComputerworld(July 17, 2006) the future
seems brighter: “According to the Bureau of Labor Statistics, one out of every
four new jobs between now and 2012 will be IT-related," (Mark Hanny, vice pres-
ident of IBM’s Academic Initiative outreach program) and “We’re seeing a lack
of talented IT professionals looking for new positions," (Greg Fittinghoff, vice
president of business systems development at Time Inc. in New York). To turn
this trend around, several initiatives are under way; perhaps theoretical computer
science should be also actively involved in this process.

1. The latest CDMTCS research reports are (http://www.cs.auckland.ac.
nz/staff-cgi-bin/mjd/secondcgi.pl):

280. L. Staiger. On Maximal Prefix Codes, 05/2006.

281. G. J. Chaitin. Is Incompleteness A Serious Problem, 07/2006.

282. G. J. Chaitin. Speculations on Biology, Information and Complexity,
07/2006.
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2 A Dialogue on Mathematics& Physics
with Gregory Chaitin

As a visiting professor in the Department of Computer Science of the University
of Auckland, Greg Chaitin is a frequent visitor in New Zealand. During his recent
visit in July 2006 we had time for a dialogue about mathematics, physics, and
philosophy—C.S.C.

Cristian Calude: I suggest we discuss the question,Is mathematics indepen-
dent of physics?

Gregory Chaitin : Okay.

CC: Let’s recall David Deutsch’s 1982 statement:

The reason why we find it possible to construct, say, electronic cal-
culators, and indeed why we can perform mental arithmetic, cannot
be found in mathematics or logic.The reason is that the laws of
physics “happen" to permit the existence of physical models for
the operations of arithmetic such as addition, subtraction and mul-
tiplication.

Does this apply to mathematics too?

GC: Yeah sure, and if there is real randomness in the world then Monte Carlo
algorithms can work, otherwise we are fooling ourselves.

CC: So, if experimental mathematics is accepted as “mathematics,” it seems
that we have to agree that mathematics depends “to some extent” on the laws of
physics.

GC: You mean math conjectures based on extensive computations, which of
course depend on the laws of physics since computers are physical devices?

CC: Indeed. The typical example is the four-color theorem, but there are
many other examples. The problem is more complicated when the verification
is not done by a conventional computer, but, say, a quantum automaton. In the
classical scenario the computation is huge, but in principle it can be verified by an
army of mathematicians working for a long time. In principle, theoretically, it is
feasible to check every small detail of the computation. In the quantum scenario
this possibility is gone.

GC: Unless the human mind is itself a quantum computer with quantum par-
allelism. In that case an exponentially long quantum proof could not be written
out, since that would require an exponential amount of “classical” paper, but a
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quantum mind could directly perceive the proof, as David Deutsch points out in
one of his papers.

CC: Doesn’t Roger Penrose claim that the mind is actually a quantum com-
puter?

GC: Yes, he thinks quantum gravity is involved, but there are many other pos-
sible ways to get entanglement.

CC: How can such a parallel quantum proof be communicated and checked
when it exists only in the mind of the mathematician who “saw” it?

GC: Well, I guess it’s like the design of a quantum computer. You tell someone
the parallel quantum computation to perform to check all the cases of something,
and if they have a quantum mind maybe they can just do it. So you could publish
the quantum algorithm as a proof, which the readers would do in their heads to
verify your claim.

CC: On paper you have only the quantum algorithm; everything else is in the
mind! What about disagreements, how can one settle them “keeping in mind” (no
pun!) that quantum algorithms are probabilistic? Aren’t we in danger of loosing
an essential feature of mathematics, the independent checkability of proofs in fi-
nite time?

GC: Well, even now you don’t publishall the steps in a proof, you depend on
people to do some of it in their heads. And if one of us has a quantum mind, then
probably everyone does, or else that would become a prerequisite, like a high IQ,
for doing mathematics!

CC: Theoretical physics suggests that in certain relativistic space-times, the
so-called Malament-Hogarth space-times, it may be possible for a computer to re-
ceive the answer to a yes/no question from aninfinite computationin afinite time.
This may lead to a kind of “realistic scenario” for super-Turing computability.

GC: Well, to get a big speed-up you can just take advantage of relativistic time
dilation due either to a very strong gravitational field near the event horizon of a
black hole or due to very high-speed travel (near the speed of light). You assign
a task to a normal computer, then you slow down your clock so that you can wait
for the result of an extremely lengthy computation. To you, it seems like just a
short wait, to the computer, aeons have passed. . .

CC: Physicist Seth Lloyd1 has found that the “ultimate laptop,” a computer
with a mass of one kilogram confined to a volume of one litre, operating at the

1S. Lloyd, “Ultimate physical limits to computation,”Nature(2000)406, 1047–1054.
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fundamental limits of speed and memory capacity determined by the physics of
our universe, can perform 1051 operations per second on 1031 bits. This device
sort of looks like a black hole.

GC: And he’s just published a book calledProgramming the Universe.The
basic idea is that the universe is a computation, it’s constantly computing its own
time evolution.

CC: What about the Platonic universe of mathematical ideas? Is that “mud-
died” by physics too? To exist mathematics has to be communicated, eventually
in some written form. This depends upon the physical universe!

GC: Yes, proofs have to be written on paper, which is physical. Proofs that are
too long to be written down may exist in principle, but they are impossible to read.

CC: Talking about writing things down, logicians have studied logics with in-
finitely long formulas, with infinite sets of axioms, and with infinitely long proofs.

GC: How infinite?ℵ0, ℵ1, ℵ2?

CC: Could it be that such eccentric proofs correspond to something “real”?

GC: Well, if people hadℵ2 minds, then formulasℵ0 characters long would
be easy to deal with! There’s even a set-theoretical science fiction novel by Rudy
Rucker calledWhite Lightin which he tries to describe what this might feel like.
I personally like a world which is discrete andℵ0 infinite, but why should Nature
care what I think?

In one of his wilder papers, physicist Max Tegmark suggests that any con-
ceptually possible world, in other words, one that isn’t self-contradictory, actually
exists. Instead of conventional Feynman path integrals summing over all histo-
ries, he suggests some kind of crazy new integral over all possible universes! His
reasoning is that the ensemble of all possible universes issimpler than having to
pick out individual universes!

Leibniz had asked why is there something rather than nothing, because noth-
ing is simpler than something, but as Tegmark points out, so iseverything. In his
approach you don’t have to specify the individual laws for this particular universe,
it’s just one of many possibilities.

CC: What about constructive mathematics?

GC: Of course the mathematical notion of computability depends upon the
physical universe you are in. We can imagine worlds in which oracles for the halt-
ing problem exist, or worlds in which Hermann Weyl’s one second, half second,
quarter second, approach actually enables you to calculate an infinite number of
steps in exactly two seconds. But I guess computability can handle this, everything
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relativises, you just add an appropriate oracle. All the proofs go through as before.

CC: —Are you talking about a physical Church-Turing Thesis?

GC: Yes I am.—But I think the notion of a universal Turing machine changes
in a more fundamental way if Nature permits us to toss a coin, if there really are
independent random events. (Quantum mechanics supplies such events, but you
can postulate them separately, without having to buy the entire QM package.) If
Nature really lets us toss a coin, then, with extremely high probability, you can
actually compute algorithmically irreducible strings of bits, but there’s no way to
do that in a deterministic world.

CC: Didn’t you say that in your 1966Journal of the ACMpaper?

GC: Well yes, but the referee asked me to remove it, so I did. Anyway, that
was a long time ago.

CC: A spin-off company from the University of Geneva,id Quantique, mar-
kets a quantum mechanical random number generator calledQuantis. Quantisis
available as an OEM component which can be mounted on a plastic circuit board
or as a PCI card; it can supply a (theoretically, arbitrarily) long string of quantum
random bits sufficiently fast for cryptographic applications. A universal Turing
machine working withQuantisas an oracle seems different from a normal Turing
machine. Are Monte Carlo simulations powered with quantum random bits more
accurate than those using pseudo-randomness?

GC: Well yes, because you can be unlucky with a pseudo-random number
generator, but never with real random numbers. People have gotten anomalous
results from Monte Carlo simulations because the pseudo-random numbers they
used were actually in sync with what they were simulating.

Also real randomness enables you, with probability one, to produce an algo-
rithmically irreducible infinite stream of bits. But any infinite stream of pseudo-
random bits is extremely redundant and highly compressible, since it’s just the
output of a finite algorithm.

CC: In a universe in which the halting problem is solvable many important
current open problems will be instantly solved: the Riemann hypothesis or the
Goldbach Conjecture.

GC: Yes, and you could also look through the tree of all possible proofs in any
formal axiomatic theory and see whether something is a theorem or not, which
would be mighty handy.

CC: Talking about the Riemann hypothesis, which is about primes, there’s the
surprising connection with physics noticed by Freeman Dyson that the distribution
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of the zeros of the Riemann function looks a lot like the Wigner distribution for
energy levels in a nucleus.2

And in an inspiring paper on “Missed opportunities” written by Dyson in 1972,
he observes that relativity could have been discovered 40 years before Einstein if
mathematicians and physicists in Göttingen had spoken to each other.

GC: Well in fact, relativity was discovered before Einstein by Poincaré—
that’s why the transformation group for Maxwell’s equations is called the Poincaré
group—however Einstein’s version was easier for most people to understand.

But mathematicians shouldn’t think they can replace physicists: There’s a
beautiful little 1943 book onExperiment and Theory in Physicsby Max Born
where he decries the view that mathematics can enable us to discover how the
world works by pure thought, without substantial input from experiment.

CC: What about set theory? Does this have anything to do with physics?

GC: I think so. I think it’s reasonable to demand that set theory has to apply
to our universe. In my opinion it’s a fantasy to talk about infinities or Cantorian
cardinals that are larger than what you have in your physical universe. And what’s
our universe actually like?

• a finite universe?

• discrete but infinite universe (ℵ0)?

• universe with continuity and real numbers (ℵ1)?

• universe with higher-order cardinals (≥ ℵ2)?

Does it really make sense to postulate higher-order infinities than you have in your
physical universe? Does it make sense to believe in real numbers if our world is
actually discrete? Does it make sense to believe in the set{0,1,2, . . .} of all natu-
ral numbers if our world is really finite?

CC: Of course, we may never know if our universe is finite or not. And we
may never know if at the bottom level the physical universe is discrete or contin-
uous. . .

GC: Amazingly enough, Cris, there is some evidence that the world may be
discrete, and even, in a way, two-dimensional. There’s something called the holo-
graphic principle, and something else called the Bekenstein bound. These ideas
come from trying to understand black holes using thermodynamics. The tentative

2Andrew Odlyzko and Michael Berry continued this work. And recently Jon Keating and Nina
Snaith, two mathematical physicists, have been able to prove something new about the moments
of the Riemann zeta function this way.
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conclusion is that any physical system only contains a finite number of bits of
information, which in fact grows as the surface area of the physical system, not as
the volume of the system as you might expect, whence the term “holographic.”

CC: That’s in Lee Smolin’s bookThree Roads to Quantum Gravity,right?

GC: Yes. Then there are physical limitations on the human brain. Human
beings and computers feel comfortable with different styles of proofs. The human
push-down stack is short. Short-term memory is small. But a computer has a
big push-down stack, and its short-term memory is large and extremely accurate.
Computers don’t mind lots of computation, but human beings prefer ideas, or vi-
sual diagrams. Computer proofs have a very different style from human proofs.
As Turing said, poetry written by computers would probably be of more interest
to other computers than to humans!

CC: In a deterministic universe there is no such thing as real randomness. Will
that make Monte Carlo simulations fail?

GC: Well, maybe. But one of the interesting ideas in Stephen Wolfram’sA
New Kind of Scienceis that all the randomness in the physical universe might ac-
tually just be pseudo-randomness, and we might not see much of a difference. I
think he has deterministic versions of Boltzmann gas theory and fluid turbulence
that work even though the models in his book are all deterministic.

CC: What about the axioms of set theory, shouldn’t we request arguments
for their validity? An extreme, but not unrealistic view discussed by physicist
Karl Svozil, is that the only “reasonable” mathematical universe is the physical
universe we are living in (or where mathematics is done). Pythagoreans might
have subscribed to this belief.

Should we still work with an axiom—say the axiom of choice—if there is
evidence against it (or there is not enough evidence favouring it) in this specific
universe? In a universe in which the axiom of choice is not true one cannot prove
the existence of Lebesgue non-measurable sets of reals (Robert Solovay’s theo-
rem).

GC: Yes, I argued in favor of that a while back, but now let me play Devil’s
advocate. After all, the real world is messy and hard to understand. Math is a kind
of fantasy, an ideal world, but maybe in order to be able to prove theorems you
have to simplify things, you have to work with a toy model, not with something
that’s absolutely right. Remember you can only solve the Schrödinger equation
exactly for the hydrogen atom! For bigger atoms you have to work with numerical
approximations and do lots and lots of calculations. . .

CC: Maybe in the future mathematicians will work closely with computers.
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Maybe in the future there will be hybrid mathematicians, maybe we will have a
man/machine symbiosis. This is already happening in chess, where Grandmasters
use chess programs as sparing partners and to do research on new openings.

GC: Yeah, I think you’re right about the future. The machine’s contribution
will be speed, highly accurate memory, and performing large routine computa-
tions without error. The human contribution will be new ideas, new points of
view, intuition.

CC: But most mathematicians are not satisfied with the machine proof of the
four-color conjecture. Remember, for us humans,Proof = Understanding.

GC: Yes, but in order to be able to amplify human intelligence and prove more
complicated theorems than we can now, we may be forced to accept incomprehen-
sible or only partially comprehensible proofs. We may be forced to accept the help
of machines for mental as well as physical tasks.

CC: We seem to have concluded that mathematics depends on physics, haven’t
we? But mathematics is the main tool to understand physics. Don’t we have some
kind of circularity?

GC: Yeah, that sounds very bad! But if math is actually, as Imre Lakatos
termed it, quasi-empirical, then that’s exactly what you’d expect. And as you
know Cris, for years I’ve been arguing that information-theoretic incompleteness
results inevitably push us in the direction of a quasi-empirical view of math, one
in which math and physics are different, but maybe not as different as most people
think. As Vladimir Arnold provocatively puts it, math and physics are the same,
except that in math the experiments are a lot cheaper!

CC: In a sense the relationship between mathematics and physics looks similar
to the relationship between meta-mathematics and mathematics. The incomplete-
ness theorem puts a limit on what we can do in axiomatic mathematics, but its
proof is built using a substantial amount of mathematics!

GC: What do you mean, Cris?

CC: Because mathematics is incomplete, but incompleteness is proved within
mathematics, meta-mathematics is itself incomplete, so we have a kind of unend-
ing uncertainty in mathematics. This seems to be replicated in physics as well:
Our understanding of physics comes through mathematics, but mathematics is as
certain (or uncertain) as physics, because it depends on the physical laws of the
universe where mathematics is done, so again we seem to have unending uncer-
tainty. Furthermore, because physics is uncertain, you can derive a new form of
uncertainty principle for mathematics itself. . .
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GC: Well, I don’t believe in absolute truth, in total certainty. Maybe it exists in
the Platonic world of ideas, or in the mind of God—I guess that’s why I became
a mathematician—but I don’t think it exists down here on Earth where we are.
Ultimately, I think that that’s what incompleteness forces us to do, to accept a
spectrum, a continuum, of possible truth values, not just black and white absolute
truth.

In other words, I think incompleteness means that we have to also accept
heuristic proofs, the kinds of proofs that George Pólya liked, arguments that are
rather convincing even if they are not totally rigorous, the kinds of proofs that
physicists like. Jonathan Borwein and David Bailey talk a lot about the advantages
of that kind of approach in their two-volume work on experimental mathematics.
Sometimes the evidence is pretty convincing even if it’s not a conventional proof.
For example, if two real numbers calculated for thousands of digits look exactly
alike. . .

CC: It’s true, Greg, that even now, a century after Gödel’s birth, incomplete-
ness remains controversial. I just discovered two recent essays by important math-
ematicians, Paul Cohen and Jack Schwartz.3 Have you seen these essays?

GC: No.

CC: Listen to what Cohen has to say:

“I believe that the vast majority of statements about the integers are
totally and permanently beyond proof in any reasonable system."

And according to Schwartz,

“truly comprehensive search for an inconsistency in any set of axioms
is impossible."

GC: Well, my current model of mathematics is that it’s a living organism that
develops and evolves, forever. That’s a long way from the traditional Platonic
view that mathematical truth is perfect, static and eternal.

CC: What about Einstein’s famous statement that

“Insofar as mathematical theorems refer to reality, they are not sure,
and insofar as they are sure, they do not refer to reality.”

3P. J. Cohen, “Skolem and pessimism about proof in mathematics,”Phil. Trans. R. Soc. A
(2005)363, 2407–2418; J. T. Schwartz, “Do the integers exist? The unknowability of arithmetic
consistency,”Comm. Pure& Appl. Math.(2005)LVIII , 1280–1286.
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Still valid?

GC: Or, slightly misquoting Pablo Picasso, theories are lies that help us to see
the truth!

CC: Perhaps we should adopt Svozil’s attitude of “suspended attention” (a
term borrowed from psychoanalysis) about the relationship between mathematics
and physics. . .

GC: Deep philosophical questions are never resolved, you just get tired of
discussing them. Enough for today!
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Abstract

In 1957 Fred Supnick investigated and solved a special case of the Trav-
elling Salesman Problem. Since then, Supnick’s results have been redis-
covered many times by other researchers. This article discusses Supnick’s
results and some of the rediscoveries.

1 The Travelling Salesman Problem

The Travelling Salesman Problem (TSP, for short) is probably the most prominent
and the most studied problem in combinatorial optimization. An instance of the
TSP consists ofn cities 1,2, . . . ,n whose distancesdi, j are summarized in ann×n
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wick, Coventry CV4 7AL, United Kingdom.

†Email: gwoegi@win.tue.nl. Department of Mathematics and Computer Science, TU Eind-
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distance matrixD = (di, j). The goal is to find a shortest closed tour through
these cities. In other words, a travelling salesman starts from his home cityφ(1),
then visits each of the othern − 1 citiesφ(2), φ(3), . . . , φ(n) exactly once, in the
end returns to his home cityφ(1), and he does all this with the smallest possible
amount of gas. Mathematically speaking, we wish to find a permutationφ of
1,2, . . . ,n that minimizes the value of n−1∑

i=1

dφ(i),φ(i+1)

 + dφ(n),φ(1) (1)

The TSP models tons of situations that arise in robotics, production, scheduling,
engineering, and many other areas. For more specific information on the TSP and
its applications, we refer the reader to the book by Lawler, Lenstra, Rinnooy Kan
& Shmoys (1985).

The TSP in its general formulation is an NP-hard problem (Garey & Johnson,
1979), and hence computationally intractable. In this article, we will concentrate
on a special case of the TSP where the underlying distance matrix is a so-called
Supnick matrix.

2 Supnick matrices

The following inequalities (2) go back to the eighteenth century, to the work of the
French mathematician and Naval minister Gaspard Monge (1781). Ann×n matrix
D = (di, j) is called Monge matrix, if it satisfies the so-called Monge inequalities

di, j + dr,s ≤ di,s+ dr, j (2)

for all i, j, r, s with 1 ≤ i < r ≤ n and 1≤ j < s ≤ n. In words: In every 2× 2
sub-matrix the sum of the two entries on the main diagonal is less or equal to the
sum of the two entries on the other diagonal. Burkard, Klinz & Rudolf (1996)
survey the role of Monge structures in combinatorial optimization.

A Supnick matrix D= (di, j) is a symmetric Monge matrix. That is, a Supnick
matrix satisfies (2), and it satisfiesdi, j = dj,i for all i and j. Here is a small
catalogue of Supnick matrices:

• Sum matrices:
Let α1, . . . , αn be real numbers. Then the sum matrixD with di, j = αi + α j

is a Supnick matrix. In fact, a sum matrix satisfies all inequalities (2) even
with equality.

• Convex-function matrices:
Let f : IR→ IR be a function that is symmetric (hence:f (x) = f (−x) for all
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x) and convex (hence:f (x+ δ) − f (x) ≤ f (y+ δ) − f (y) for all x ≤ y and all
δ ≥ 0). Letβ1 ≤ β2 ≤ · · · ≤ βn be real numbers.

Then matrixD with di, j = f (βi − β j) is a Supnick matrix: Symmetry off
implies symmetry ofD. For i, j, r, s with 1 ≤ i < r ≤ n and 1≤ j < s ≤ n,
we setx := βi − βs, y := βr − βs, andδ = βs − β j. This yieldsx ≤ y and
δ ≥ 0. Plugging these values into the convexity condition yields (2).

• LL-UR block matrices:
Let 1 ≤ x < y ≤ n be integers, and consider the Lower-Left Upper-Right
block matrixD with di, j = 1 if i ≤ x and j ≥ y or if i ≥ y and j ≤ x, and with
di, j = 0 in all other cases. It is easily verified that this matrixD is a Sup-
nick matrix. It has a rectangular block of 1-entries in the lower left corner
(below the main diagonal), a symmetric block of 1-entries in the upper right
corner (above the main diagonal), and it has 0-entries everywhere else. See
Figure 1 for an illustration.

@
@

@
@

@
@

@
@

@
@

@
@

1

1

0

0

Figure 1: A Lower-Left Upper-Right block matrix.

Note that the inequalities stated in (2) arelinear inequalities, and that also the
symmetry condition is a linear condition. Consequently, if we multiply a Supnick
matrix by a non-negative real number, or if we add up two Supnick matrices, then
the resulting matrix will again be a Supnick matrix: The Supnick matrices form a
cone. Rudolf & Woeginger (1995) took a closer look at the structure of this cone
and its extremal rays, and they came up with the following simple characterization
of Supnick matrices.

Theorem 1. A matrix is a Supnick matrix, if and only if it can be written as the
sum of a sum matrix S and a non-negative linear combination of LL-UR block
matrices.



54 54

54 54

BEATCS no 90 THE EATCS COLUMNS

46

3 Fred Supnick’s theorem

Now let us return to the travelling salesman problem. Fred Supnick (1957) proved
by a (somewhat involved) exchange argument that for the TSP with Supnick dis-
tance matrices, the optimal TSP tour is easy to find: The shortest tour isalways
given by the same permutationσmin. This permutationσmin first visits the odd
cities in increasing order and then the even cities in decreasing order, and it con-
stitutes a universally optimal solution for all instances of the Supnick TSP.

Theorem 2. Let D = (di, j) be an n× n Supnick matrix. The shortest TSP tour is
given by the permutation

σmin = 〈1,3,5,7,9,11,13, . . .14,12,10,8,6,4,2〉. (3)

The longest TSP tour is given by the permutation

σmax = 〈n,2,n− 2,4,n− 4,6, . . . ,5,n− 3,3,n− 1,1〉. (4)

(We writeφ = 〈φ(1), φ(2), . . . , φ(n)〉 to specify a permutationφ.) In the fol-
lowing paragraphs we will present a simple and quite straightforward argument
for Supnick’s result on the shortest tour. The argument is based on the additive
characterization of Supnick matrices stated in Theorem 1. A similar argument can
be used to prove Supnick’s result on the longest tour.

The TSP with a sum distance matrixD with di, j = αi + α j is absolutely un-
interesting: Since every cityi contributes the value 2αi to the total tour length,
every possible tour has the length 2

∑n
i=1αi. Every permutationφ minimizes (and

simultaneously maximizes) the value of the expression in (1). In particular, the
Supnick permutationσmin yields a shortest tour for the TSP on sum matrices.

The TSP on LL-UR block matrices is slightly more interesting. For techni-
cal reasons, we will nowdoubleevery TSP tour and traverse it once in forward
and once in backward direction. Since the distances are symmetric, this simply
doubles the total tour length. Shortest solutions remain shortest, and non-shortest
solutions remain non-shortest. Let us take a closer look at such a doubled tour
corresponding to the permutationσmin: In the forward direction, the doubled tour
runs from city 1 to city 3, from city 3 to city 5, from 5 to 7 and so on. In the
backward direction, it runs from city 2 to city 4, from 4 to 6, and so on. Hence,
the doubled tour picks the entriesdi,i+2 anddi+2,i for i = 1, . . . ,n− 2 together with
the four entriesd1,2, d2,1, dn−1,n, dn,n−1 out of the distance matrix, and it pays their
total value. All the picked entries lie in the two diagonals above and in the two
diagonals below the main diagonal ofD. See Figure 2.0 for an illustration.

Now let us argue that the doubled tour forσmin is the shortest doubled tour for
any LL-UR block matrixD. We distinguish three cases that depend on the size
and position of the two rectangular blocks of 1-entries. We recall that the lower
left corner of the upper right block is the matrix elementdx,y with 1 ≤ x < y ≤ n.
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Figure 2: Illustrations for the proof of Supnick’s result.

Case 1: If y − x ≥ 3, then the rectangular blocks in matrixD do not touch the
doubled tourσmin; see Figure 2.1. Then the corresponding cost is 0, which
clearly is minimum.

Case 2: If y − x = 1, then the rectangular blocks inD cover four of the entries
picked by the doubled tourσmin, and the corresponding cost equals 4. See
Figure 2.2 for an illustration. In this case the cities inG1 = {1, . . . , x} are
pairwise at distance 0, and the cities inG2 = {x + 1, . . . ,n} are pairwise at
distance 0. The distance between any city inG1 and any city inG2 equals 1.
Any TSP tour must go at least once fromG1 into G2, and at least once back
from G2 into G1. Hence, in this case any tour has cost at least 2 and any
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doubled tour has cost at least 4. Again,σmin yields a shortest solution.

Case 3: The last casey − x = 2 is illustrated in Figure 2.3. Now the cost of the
doubled tourσmin equals 2. Every TSP tour must contain some move from
a city with number≤ x to a city with number≥ y, or a move from a city≥ y
to a city≤ x. Therefore any tour has cost at least 1, any doubled tour has
cost at least 2, and also in this caseσmin yields a shortest solution.

Summarizing, we have shown that permutationσmin yields the shortest TSP tour
for every distance matrix that is an LL-UR block matrix and for every distance
matrix that is a sum matrix. Thenσmin also yields the shortest TSP tour for any
non-negative linear combination of such matrices, and by Theorem 1 these com-
binations are exactly the Supnick matrices. The argument is complete.

4 Rediscoveries of Supnick’s theorem

During the Cold War, scientific results were often discovered on one side of the
Iron Curtain and rediscovered independently on the other side. This also happened
to Theorem 2. Supnick derived his result in 1957, when he worked at the City
University of New York. Supnick’s result was rediscovered once by Rubinshtein
(1971) in Russia and once by Michalski (1987) in Poland. Both rediscoveries state
Supnick’s result in its full generality and in the language of the TSP.

Other researchers only rediscovered special cases of Theorem 2. For instance,
Chao & Liang (1992) derived the special case of Theorem 2 where the underlying
matrix is a convex-function matrix. Another rediscovery is problem B-3 of the
57th William Lowell Putnam Mathematical Competition, which reads as follows:

Given that{x1, x2, . . . , xn} = {1,2, . . . ,n}, find the largest possible
value ofx1x2 + x2x3 + · · · + xn−1xn + xnx1 as a function ofn ≥ 2.

This Putnam problem asks for the longest TSP tour in the distance matrixD =
(di, j) with di, j = i j . Matrix D itself is not a Supnick matrix, but matrix−D is a
Supnick matrix. Since the longest tour forD corresponds to the shortest tour for
−D, the problem is solved by permutationσmin. Theorem 2 then yields the answer
1
6(2n3 + 3n2 − 11n+ 18).

Dart boards. Now let us turn to a number of rediscoveries of Supnick’s re-
sult that are centered around the game of darts. The arrangement of the numbers
1,2, . . . ,20 on a modern dart board was devised in 1896 by Brian Gamlin, a car-
penter from Bury in the County of Lancashire. See the left half of Figure 3 for
an illustration. Gamlin’s arrangement reduces the element of chance and encour-
ages accurate play, since large numbers (good scores) are always placed between
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Figure 3: A classical dart board to the left. The most difficult dart board to the
right.

small numbers (bad scores). For instance, the large number 20 at the top of the
dart board is placed between the small numbers 1 and 5. If you are aiming for the
segment 20, then a poor shot is penalized by a low score of 1 or 5.

Why did Gamlin select this particular arrangement? Is there some simple qual-
ity criterion that uniquely singles out the Gamlin arrangement from all possible
arrangements? Unfortunately, no such simple quality criterion is known. Some
Mathematicians are worried about this, and over the years they have proposed and
analyzed a considerable number of ‘reasonable’ quality criteria; see for instance
Singmaster (1980) and Lipscombe & Sangalli (2000). The most popular quality
criterion is the so-calledLp-criterion: Here the penalty incurred for missing a seg-
mentx and hitting the adjacent segmenty instead equals|x− y|p. The best (that is,
most difficult) dart board with respect to theLp-criterion is a permutation of the
numbers 1,2, . . . ,20 (or generally of the numbers 1,2, . . . ,n) that maximizes the
total penalty of all segments. The reader will have little difficulty to recognize that
the most difficult dart board for theLp-criterion corresponds to the longest TSP
tour in the convex-function matrix withf (x) = |x|p andβi = i for i = 1, . . . ,n.
Theorem 2 yields that the best number arrangement isσmax. For n = 20 this
arrangement is

〈20,2,18,4,16,6,14,8,12,10,11,9,13,7,15,5,17,3,19,1〉, (5)

and the corresponding most difficult dart board is depicted in the right half of
Figure 3.

Selkirk (1976) was probably the first to discuss theL1 and theL2-criterion for
dart boards. He correctly identifies the permutationσmax, and he states that forL2
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the highest possible total penalty equals1
3(n3−4n+3) if n is odd and1

3(n3−4n+6)
if n is even. Selkirk states a number of assertions all of which are correct, but none
of which are proved. Eiselt & Laporte (1991) formulateL1 andL2 as a maximum
cost TSP, and then compute an optimal solution by using a branch-and-bound
code. They only consider the casen = 20, and their computer program indeed
comes up with the arrangement in (5). Everson & Bassom show that permuta-
tion σmax maximizes theL1-criterion for arbitrary values ofn. Cohen & Tonkes
(2001) prove by an exchange argument that permutationσmax maximizes the total
penalty under theLp-criterion for every integerp ≥ 1. Curtis (2004) reproves
the results of Cohen & Tonkes (2001), but by a different approach that is based
on a certain greedy algorithm. Curtis also discusses so-called hoopla boards, and
thereby rediscovers Supnick’s result for convex-function matrices withf (x) = |x|p

andarbitrary valuesβ1 ≤ β2 ≤ · · · ≤ βn.
Problem 10725 in the American Mathematical Monthly (Mihai & Wolter-

mann, 2001) reads as follows:

Fix a positive integern. Given a permutationφ of {1,2, . . . ,n}, let
F(φ) =

∑n
i=1(φ(i)−φ(i+1))2, whereφ(n+1) = φ(1). Find the extreme

values ofF(φ) asφ ranges over all permutations.

Obviously, this problem asks for the easiest and for the most difficult dart board
under theL2-criterion. The minimum ofF(φ) is 4n − 6, and the maximum is
1
3(n3 − 4n + 3) if n is odd and1

3(n3 − 4n + 6) if n is even (as also observed by
Selkirk, 1976).

Euro-coins. The diameter of a 1-Euro coin is 23.25 mm, and the diameter of a 2-
Euro coin is 25.75 mm. There are only two essentially different ways of arranging
two 2-Euro coins and three 1-Euro coins in a ring, so that each coin is tangent to
two others while all five coins are externally tangent to a disk inside the ring. See
Figure 4 for an illustration. For which of the two arrangements is the diameter of
the inner disk larger? This puzzle goes back to Joe Konhauser, and it is discussed
in problem 43 of the book“Which Way Did the Bicycle Go?”by Konhauser,
Velleman & Wagon (1996). It turns out that the arrangement with adjacent 2-
Euro coins has a slightly larger central disk. Duncan, Velleman & Wagon (1996)
discuss a generalization of this puzzle.

Suppose we are givenn ≥ 3 disks of radiir1 ≤ r2 ≤ · · · ≤ rn. We wish
to place them in some order around a central disk so that each given
disk touches the central disk and its two immediate neighbors. If the
given disks are of widely different sizes (such as 100, 100, 100, 100,
1), we allow a disk to overlap other given disks that are not immediate
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neighbors. In what order should the given disks be arranged so as to
maximize the radius of the central disk?

2 2

1 1

1

2 2

1
1

1

Figure 4: There are two ways of arranging three 1-Euro coins and two 2-Euro
coins around a central disk: 2-Euro coins together (left) or 2-Euro coins apart
(right). In the right picture the central disk is slightly larger than in the left picture.

Let us first consider a central disk with a fixed radiusR. Look at a single
tangent configuration made up of the central disk, and two disks of radiusx andy.
The three centers form a triangle with sidesR+ x, R+ y, andx+ y. Applying the
law of cosines and simplifying gives that in this triangle, the angle at the center of
the disk with radiusR is

θR(x, y) = arccos

(
1−

2xy
R2 + Rx+ Ry+ xy

)
. (6)

It can be checked that the distancesdi, j = −θR(r i , r j) are symmetric and satisfy
the inequalities (2). Therefore, the corresponding distance matrixD is a Supnick
matrix, and Theorem 2 can be applied. Because of the minus-sign in the definition
of the di, j, the permutationσmin in this case yields the arrangement with largest
overall angleθ(R). If the overall angleθ(R) is strictly less than 2π, then the radius
Rwas chosen too large and must be decreased. If the overall angleθ(R) is strictly
greater than 2π, then the radiusRwas chosen too small and must be increased. To
summarize, the arrangementσmin maximizes and the arrangementσmax minimizes
the radius of the central disk. This has been (re)discovered by Duncan, Velleman
& Wagon (1996).

If we go back to the puzzle of the five Euro-coins with radiir1 = 23.25,
r2 = 23.25, r3 = 23.25, r4 = 25.75, r5 = 25.75, we see that the maximizing
permutationσmin = 〈1,3,5,4,2〉 indeed puts the two larger coins next to each
other.
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Error-correcting codes were initially introduced to cope with the problem of un-
reliable communication. In the last years however, many applications for these
codes in the fields of complexity theory and cryptography have been found,
being the PCP Theorem probably the most spectacular application example.
Conversely the use of complexity techniques has enabled to improve code
constructions and to develop more efficient coding and decoding algorithms.
In the present column Venkatesan Guruswami gives a thorough introduction
to one of these algorithmic aspects, reporting about the area of iterative algo-
rithms for decoding low-density parity check codes.
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Abstract

Much progress has been made on decoding algorithms for error-
correcting codes in the last decade. In this article, we give an introduction
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to some fundamental results on iterative, message-passing algorithms for
low-density parity check codes. For certain important stochastic channels,
this line of work has enabled getting very close to Shannon capacity with
algorithms that are extremely efficient (both in theory and practice).

1 Introduction

Over the past decade or so, there has been substantial new progress on algorithmic
aspects of coding theory. A (far from exhaustive) list of the themes that have
witnessed intense research activity includes:

1. A resurgence of interest in the long forgotten class of low-density parity
check (LDPC) codes and on iterative, message-passing decoding algorithms
for them, which has resulted in codes with rates extremely close to Shannon
capacity together with efficient decoding algorithms.

2. Linear time encodable/decodable error-correcting codes (based on ex-
panders) for worst-case errors.

3. List decoding algorithms which correct many more worst-case errors be-
yond the “half-the-code-distance” bound, and which can achieve capacity
even against adversarial noise.1

Of course there are some interrelations between the above directions; in particular,
progress on linear-time encodable/decodable codes is based on expander codes,
which are LDPC codes with additional properties. Also, list decoding algorithms
that run in linear time and correct a fractionρ of errors for any desiredρ < 1 have
been developed using expander-based ideas [12].

Of the above lines of work, the last two have a broader following in the the-
oretical computer science community, due to their focus on the combinatorial,
worst-case noise model and the extraneous applications of such codes in contexts
besides communication (such as pseudorandomness and average-case complex-
ity). The sister complexity theory column that appears in SIGACT news featured
recent surveys on both these topics [9, 32]. A longer survey on very recent de-
velopments in list decoding of algebraic codes will appear in [10]. A very brief
survey featuring couple of complexity-theoretic uses of list decoding appears in
[11]. Applications of coding theory to complexity theory, especially those revolv-
ing around sub-linear algorithms, are surveyed in detail in [34].

1The capacity-achieving part was recently shown for codes overlarge alphabets, specifically
explicit codes of rate close to 1− p that can be list decoded in polynomial time from a fraction
p of errors were constructed in [14]. For binary codes, the capacity for decoding a fractionp of
errors equals 1− H(p), but we do not know how to achieve this constructively.
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We use the opportunity provided by this column to focus on the first line of
work on iterative (also called message-passing or belief propagation) algorithms
for decoding LDPC codes. This is in itself a vast area with numerous technically
sophisticated results. For a comprehensive discussion of this area, we point the
reader to the upcoming book by Richardson and Urbanke [25], which is an excel-
lent resource on this topic. The February 2001 issue of Volume 47 of the IEEE
Transactions on Information Theory is another valuable resource — this was a
special issue dedicated to iterative decoding and in particular contains the series
of papers [16, 17, 23, 22]. This sequence of papers is arguably one of the most
important post-Gallager developments in the analysis of iterative decoding, and it
laid down the foundations for much of the recent progress in this field.

Disclaimer: The literature on the subject of LDPC and related codes and belief
propagation algorithms is vast and diverse, and the author, not having worked on
the topic himself, is only aware of a small portion of it. Our aim will be to merely
provide a peek into some of the basic context, results, and methods of the area. We
will focus almost exclusively on LDPC codes, and important related constructions
such as LT codes, Raptor codes, Repeat-Accumulate codes, and turbo codes are
either skipped or only very briefly mentioned. While the article should (hopefully)
be devoid of major technical inaccuracies, we apologize for any inappropriate
omissions in credits and citations (and welcome comments from the reader if any
such major omissions are spotted).

Organization: We begin with some basic background information concerning
LDPC codes, the channel models we will study, and the goal of this line of study
in Section 2. In Section 3, we discuss how concatenated codes with an outer code
that can correct a small fraction of errors can be used to approach capacity, albeit
with a poor dependence on the gap to capacity. We then turn to message passing
algorithms for LDPC codes and describe their high level structure in Section 4.
With this in place, we develop and analyze some specific message passing algo-
rithms for regular LDPC codes in Section 5, establishing theoretical thresholds
for the binary erasure and binary symmetric channels. We then turn our focus to
irregular LDPC codes in Section 6, and discuss, among other things, how one
can use them to achieve the capacity of the binary erasure channel. Finally, in
Section 7, we discuss how one can achieve linear encoding time for LDPC codes,
and also discuss a variant called Irregular Repeat-Accumulate (IRA) codes that
are linear-time encodable by design and additionally offer improved complexity-
vs-performance trade-offs.



64 64

64 64

BEATCS no 90 THE EATCS COLUMNS

56

2 Background

2.1 Linear and LDPC codes

We will focus exclusively on binary linear codes. A binary linear codeC of block
length nis a subspace ofFn

2 whereF2 = {0,1} is the field with two elements. The
rate ofC, denotedR(C), equalsk/n wherek is the dimension ofC (as a vector
space overF2); such a code is also referred to as an [n, k] code. Being a linear
subspace of dimensionk, the codeC can be described as the kernel of a matrix
H ∈ F(n−k)×n

2 , so thatC = {c ∈ Fn
2 | Hc = 0} (we treat codewordsc as column

vectors for this description). The matrixH is called theparity check matrixof the
codeC. In general, any choice ofH whose rows form a basis of the dual space
C⊥ = {x ∈ Fn

2 | xtc = 0∀c ∈ C} describes the same code. Of special interest to
us here are codes that admit asparseparity check matrix. In particular, we will
studylow-density parity check(LDPC) codes, which were introduced and studied
in Gallager’s amazing work [8] that was way ahead of its time. LDPC codes are
described by a parity check matrix all of whose rows and columns have at most a
fixed constant number of 1’s (the constant is independent ofn).2

A convenient way to describe an LDPC code is in terms of itsfactor graph.3

This is a natural bipartite graph defined as follows. On the left side aren vertices,
calledvariablenodes, one for each codeword position. On the right arem= n− k
vertices, calledchecknodes, one for each parity check (row of the parity check
matrix). A check node is adjacent to all variable nodes whose corresponding
codeword symbols appear in this parity check. In other words, the parity check
matrix of the code is precisely the bipartite adjacency matrix of the factor graph.

A special class of LDPC codes are regular LDPC codes where the factor graph
is both left-regular and right-regular. Regular LDPC codes were in fact the variant
originally studied by Gallager [8], as well as in the works of Mackay and Neal [18,
19] and Sipser and Spielman [29, 30] that sparked the resurgence of interest in
LDPC codes after over 30 years since Gallager’s work.4 LDPC codes based on
non-regular graphs, called irregular LDPC codes, rose to prominence beginning
in the work of Lubyet al [16, 17] (studying codes based on irregular graphs was

2We will throughout be interested in a family of codes of increasing block lengthn with rate
k/n held a fixed constant. For convenience, we don’t spell this out explicitly, but this asymptotic
focus should always be kept in mind.

3This graphical representation applies for any linear code. But the resulting graph will be
sparse, and hence amenable to linear time algorithms, only for LDPC codes.

4In the long interim period, LDPC codes went into oblivion, with the exception of two (known
to us) works. Zyablov and Pinsker [35] proved that for random LDPC codes, with high probability
over the choice of the code, Gallager’s algorithm corrected a constant fraction ofworst-caseerrors.
Tanner [33] presented an important generalization of Gallager’s construction and his decoding
algorithms, which was later important in the work on linear time decodable expander codes [29].
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one of the big conceptual leaps made in these works). We will return to this
aspect later in the survey. A popular choice of regular LDPC codes (with a rate of
1/2) are (3,6)-regular LDPC codes where variable nodes have degree 3 and check
nodes have degree 6.

2.2 Channel models and their capacity

Design of good LDPC codes, together with progress in analyzing natural message-
passing algorithms for decoding them, has led to rapid progress towards approach-
ing the capacity of important stochastic channels. We now review the main noise
models that we will be interested in.

Throughout, we deal with binary codes only. We will find it convenient to use
{+1,−1} (instead of{0,1}) for the binary alphabet, where+1 corresponds to the
bit 0 and−1 to the bit 1. Note the XOR operation becomes multiplication in the
±1 notation.

We will assume the channel’s operation to bememoryless, so that each symbol
of the codeword is distorted independently according to the same channel law. So
to specify the noise model, it suffices to specify how the noise distorts a single in-
put symbol. For us the input symbol will always be either±1, and so the channels
have as input alphabetX = {1,−1}. Their output alphabet will be denoted byY
and will be different for the different channels. Upon transmission of a codeword
c ∈ Xn, the wordy observed by the receiver belongs toYn. The receiver must
then decodey and hopefully compute the original transmitted codewordc. The
challenge is to achieve a vanishingly small error probability (i.e., the probabil-
ity of either a decoding failure or an incorrect decoding), while at the same time
operating at a good rate, hopefully close to the capacity of the channel.

We begin with the simplest noise model, theBinary Erasure Channel(BEC).
This is parameterized by a real numberα, 0 ≤ α < 1. The output alphabet isY =
{1,−1,?}, with ? signifying anerasure. Upon inputx ∈ X, the channel outputs
x with probability 1− α, and outputs ? with probabilityα. The valueα is called
the erasure probability, and we denote byBECα the BEC with erasure probability
α. For largen, the received word consists of about (1− α)n unerased symbols
with high probability, so the maximum rate at which reliable communication is
possible is at most (1− α) (this holds even if the transmitter and receiver knew in
advance which bits will be erased). It turns out this upper bound can be achieved,
and Elias [5], who first introduced the BEC, also proved that its capacity equals
(1− α).

The Binary Symmetric Channel(BSC) is parameterized by a real numberp,
0 ≤ p < 1/2, and has output alphabetY = {1,−1}. On inputx ∈ X, the channel
outputsbxwhereb = −1 with probabilityp andb = 1 with probability 1− p. The
valuep is called thecrossover probability. The BSC with crossover probabilityp
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is denoted byBSCp. The capacity ofBSCp is well known to be 1− H(p), where
H(p) = −p lg p− (1− p) lg(1− p) is the binary entropy function.

Finally, we mention a channel with continuous output alphabetY calledBi-
nary Input Additive White Gaussian Noise(BIAWGN). HereY equals the set of
real numbers, and the channel operation is modeled asy = x+ zwherex ∈ {±1} is
the input andz is a normal variable with mean 0 and varianceσ2 (i.e., has proba-

bility density functionp(z) = 1
√

2πσ2
e−

z2

2σ2 ). We denote byBIAWGNσ the BIAWGN

with varianceσ2; its capacity is a function of 1/σ2 alone, though there is no el-
ementary form expression known for the capacity (but it can be expressed as an
integral that can be estimated numerically). For rate 1/2, the largestσ (Shannon
limit) for which reliable communication on the BIAWGN channel is possible is
(up to the precision given)σopt = 0.9787.

More generally, if we allow scaling of inputs, the capacity is a function of
the “signal-to-noise” ratioEN/σ

2 whereEN is the energy expended per channel
use. If the inputs to the channel are not constrained to be±1, but instead can
take arbitrary real values, then it is well known that the capacity of the AWGN
channel equals12 log2

(
1+ EN/σ

2
)

bits per channel use. In particular, in order
to achieve reliable communication at a rate of 1/2 over the real-input AWGN
channel, a signal-to-noise ratio of 1, or 0 dB, is required.5 For the BIAWGN
channel, this ratio increases to 1/σ2

opt = 1.044 or 0.187 dB. Accordingly, the
yardstick to measure the quality of a decoding algorithm for an LDPC code of
rate 1/2 is how close to this limit it can lead to correct decoding with probability
tending to 1 (over the realization of the BIAWGN channel noise).

The continuous output of a BIAWGN channel can be quantized to yield a dis-
crete approximation to the original value, which can then be used in decoding. (Of
course, this leads to loss in information, but is often done for considerations of de-
coding complexity.) A particularly simple quantization is to decode a signalx into
1 if x ≥ 0 and into−1 if x < 0. This effectively converts an AWGN channel with
varianceσ2 into a BSC with crossover probabilityQ(1/σ) = 1

√
2π

∫ ∞
1/σ

e−x2/2dx.
It should not come as a surprise that the capacity of the resulting BSC falls well
short of the capacity of the BIAWGN.

All the above channels have the followingoutput-symmetryproperty: For each
possible channel outputq, p(y = q|x = 1) = p(y = −q|x = −1). (Herep(y|x) de-
notes the conditional probability that the channel output equalsy given the channel
input isx.)

We will focus a good deal of attention on the BEC. Being a very simple chan-
nel, it serves as a good warm-up to develop the central ideas, and at the same time
achieving capacity on the BEC with iterative decoding of LDPC codes is techni-
cally non-trivial. The ideas which were originally developed for erasure codes in

5In decibel notation,λ > 0 is equivalent to 10 log10λ dB.
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[16] have been generalized for more general channels, including the BSC and BI-
AWGN, with great success [17, 23, 22]. Yet, to date the BEC is the only channel
known for which one can provably get arbitrarily close to capacity via iterative
decoding of (an ensemble of) LDPC codes. So naturally, given our focus on the
theoretical aspects, the BEC is of particular interest.

2.3 Spirit of the results

The central goal of research in channel coding is the following: given a particular
channel, find a family of codes which have fast (ideally linear-time) encoding
algorithms and which can be reliably decoded in linear time at rates arbitrarily
close to channel capacity. This is, of course, also the goal of the line of work on
LDPC codes.

In “practice” one of the things that seems to get people excited are plots of
the signal-to-noise ratio (SNR) vs bit error probability (BER) for finite-length
codes found by non-trivial optimization based on theoretical insights, followed by
simulation on, say, the BIAWGN channel. Inspired by the remarkable success on
the BEC [16], this approach was pioneered for LDPC codes in the presence of
errors in [31, 17], culminating in the demonstration of codes for the BIAWGN
channel in [22] that beat turbo codes and get very close to the Shannon limit.

Since this article is intended for a theory audience, our focus will be on the
“worst” channel parameter (which we call threshold) for which one can prove that
the decoding will be successful with probability approaching 1 in the asymptotic
limit as the block length grows to infinity. The relevant channel parameters for
the BEC, BSC, and BIAWGN are, respectively, the erasure probability, crossover
probability, and the variance of the Gaussian noise. The threshold is like the
random capacity for agivencode (or ensemble of codes) and aparticular decoder.
Normally for studying capacity we fix the channel and ask what is the largest rate
under which reliable communication is possible, whereas here we fix the rate and
ask for the worst channel under which probability of miscommunication tends to
zero. Of course, the goal is to attain as a large a threshold as possible, ideally
approaching the Shannon limit (for example, 1− α for BECα and 1− H(p) for
BSCp).

3 Simple concatenated schemes to achieve capacity
on BEC and BSC

We could consider the channel coding problem solved (at least in theory) on a
given channel if we have explicit codes, with efficient algorithms for encoding
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and reliable decoding at rates within any desiredε of capacity. Ideally, the run
time of the algorithms should be linear in the block lengthn, and also depend
polynomially on 1/ε. (But as we will see later, for certain channels like the BEC,
we can have a runtime ofO(n log(1/ε)), or even bettercn with c independent
of ε, if we allow randomization in the construction.) In this section, we discuss
some “simple” attacks on this problem for the BEC and BSC, why they are not
satisfactory, and the basic challenges this raises (some of which are addressed by
the line of work on LDPC codes).

For the BEC, once we have the description of the generator matrix of a linear
code that achieves capacity, we can decode inO(n3) time by solving a linear sys-
tem (the decoding succeeds if the system has a unique solution). Since a random
linear code achieves capacity with high probability [5], we can sample a random
generator matrix, thus getting a code that works with high probability (together
with a cubic time algorithm). However, we do not know any method tocertify
that the chosen code indeed achieves capacity. The drawbacks with this solution
are the cubic time and randomized nature of the construction.

A construction usingconcatenated codesgets around both these shortcom-
ings. The idea originates in Forney’s work [7] that was the first to present codes
approaching capacity with polynomial time encoding and decoding algorithms.

Let α be the erasure probability of the BEC and say our goal is to construct a
code of rate (1− α − ε) that enables reliable communication onBECα. Let C1 be
a linear time encodable/decodable binary code of rate (1− ε/2) that can correct
a small constant fractionγ = γ(ε) > 0 of worst-caseerasures. Such codes were
constructed in [30, 1]. For the concatenated coding, we do the following. For
some parameterb, we block the codeword ofC1 into blocks of sizeb, and then
encode each of these blocks by a suitableinnerbinary linear codeC2 of dimension
b and rate (1− α − ε/2). The inner code will be picked so that it achieves the
capacity of theBECα, and specifically recovers the correct message with success
probability at least 1− γ/2. Forb = b(ε, γ) = Ω

(
log(1/γ)
ε2

)
, a random code meets

this goal with high probability, so we can find one by brute-force search (that takes
constant time depending only onε).

The decoding proceeds as one would expect: first each of the inner blocks
is decoded, by solving a linear system, returning either decoding failure or the
correct value of the block. (There are no errors, so when successful, the decoder
knows it is correct.) Since the inner blocks are chosen to be large enough, each
inner decoding fails with probability at mostγ/2. Since the noise on different
blocks are independent, by a Chernoff bound, except with exponentially small
probability, we have at most a fractionγ of erasures in the outer codeword. These
are then handled by the linear-time erasure decoder forC1.

We conclude that, for theBECα, we can construct codes of rate 1− α − ε, i.e.,
within ε of capacity, that can be encoded and decoded inn/εO(1) time. While this
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is pretty good, the brute-force search for the inner code is unsatisfying, and the
BEC is simple enough that better runtimes (such asO(n log(1/ε))) are achieved
by certain irregular LDPC codes.

A similar approach can be used for theBSCp. The outer codeC1 must be
picked so that it can correct a small fraction of worst-caseerrors — again, such
codes of rate close to 1 with linear time encoding and decoding are known [30, 13].
Everything works as above, except that the decoding of the inner codes, where we
find the codeword ofC2 closest to the received block, requires a brute-force search
and this takes 2b = 2Ω(1/ε2) time. This can be improved to polynomial in 1/ε by
building a look-up table, but then the size of the look-up table, and hence the space
complexity and time for precomputing the table, is exponential in 1/ε.

In summary, for theBSCp, we can construct codes of rate 1− H(p) − ε, i.e.,
within ε of capacity, that can be encoded inn/εO(1) time and which can be reliably
decoded inn21/εO(1)

time. It remains an important open question to obtain such a
result with decoding complexityn/εO(1), or even poly(n/ε).6

We also want to point out that recently an alternate method using LP decoding
has been used to obtain polynomial time decoding at rates arbitrarily close to
capacity [6]. But this also suffers from a similar poor dependence on the gapε to
capacity.

4 Message-passing iterative decoding: An abstract
view

4.1 Basic Structure

We now discuss the general structure of natural message-passing iterative decod-
ing algorithms, as discussed, for example, in [23]. In these algorithms, messages
are exchanged between the variable and check nodes in discrete time steps. Ini-
tially, each variable nodevj, 1 ≤ j ≤ n, has an associated received valuer j, which
is a random variable taking values in the channel output alphabetY. Based on
this, each variable sends a message belong to some message alphabetM. A com-
mon choice for this initial message is simply the received valuer j, or perhaps
some quantized version ofr j for continuous output channels such as BIAWGN.
Now, each check nodec processes the messages it receives from its neighbors,
and sends back a suitable message inM to each of its neighboring variable nodes.
Upon receipt of the messages from the check nodes, each variable nodevj uses

6We remark that asymptotically, withε fixed andn→ ∞, the exponential dependence on 1/ε
can be absorbed into an additional factor with a slowly growing dependence onn. However, since
in practice one is interested in moderate block length codes, sayn ≤ 106, a target runtime such as
O(n/ε) seems like a clean way to pose the underlying theoretical question.
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these together with its own received valuer j to produce new messages that are
sent to its neighboring check nodes. This process continues for many time steps,
till a certain cap on the number of iterations is reached. In the analysis, we are in-
terested in the probability of incorrect decoding, such as the bit-error probability.
For every time stepi, i ∈ N, thei’th iteration consists of a round check-to-variable
node messages, followed by the variable nodes responding with their messages to
the check nodes. The 0’th iteration consists of dummy messages from the check
nodes, followed by the variable nodes sending their received values to the check
nodes.

A very important condition in the determination of the next message based on
the messages received from the neighbors is that message sent byu along an edge
e does not depend on the message just received along edge e. This is important
so that only “extrinsic” information is passed along from a node to its neighbor
in each step. It is exactly this restriction that leads to the independence condition
that makes analysis of the decoding possible.

In light of the above restriction, the iterative decoding can be described in
terms of the following message maps:Ψ(`)

v : Y ×Mdv−1→M for variable nodev
with degreedv for the`’th iteration,` ≥ 1, andΨ(`)

c :Mdv−1→M for check node
c with degreedc. Note the message maps can be different for different iterations,
though several powerful choices exist where they remain the same for all iterations
(and we will mostly discuss such decoders). Also, while the message maps can
be different for different variable (and check) nodes, we will use the same map
(except for the obvious dependence on the degree, in case of irregular graphs).

The intuitive interpretation of messages is the following. A message is sup-
posed to be an estimate or guess of a particular codeword bit. For messages that
take±1 values, the guess on the bit is simply the message itself. We can also add
a third value, say 0, that would signify an erasure or abstention from guessing the
value of the bit. More generally, messages can take values in a larger discrete
domain, or even take continuous values. In these cases the sign of the message is
the estimated value of the codeword bit, and its absolute value is a measure of the
reliability or confidence in the estimated bit value.

4.2 Symmetry Assumptions

We have already discussed the output-symmetry condition of the channels we will
be interested in, i.e.,p(y = q|x = 1) = p(y = −q|x = −1). We now mention two
reasonable symmetry assumptions on the message maps, which will be satisfied
by the message maps underlying the decoders we discuss:
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• Check node symmetry:Signs factor out of check node message maps, i.e.,
for all (b1, . . . ,bdc−1) ∈ {1,−1}dc−1

Ψ(`)
c (b1m1, · · · ,bdc−1mdc−1) =

dc−1∏
i=1

bi

Ψ(`)
c (m1, · · · ,mdc−1) .

• Variable node symmetry: If the signs of all messages into a variable node
are flipped, then the sign of its output gets flipped:

Ψ(`)
v (−m0,−m1, · · · ,−mdv−1) = −Ψ

(`)
v (m0,m1, · · · ,mdc−1) .

When the above symmetry assumptions are fulfilled and the channel is output-
symmetric, the decoding error probability is independent of the actual codeword
transmitted. Indeed, it is not hard (see, for instance [23, Lemma 1]) to show
that when a codeword (x1, . . . , xn) is transmitted and (y1, . . . , yn) is received where
yi = xizi, the messages to and from the variable nodevi are equal toxi times the
corresponding message when the all-ones codeword is transmitted and (z1, . . . , zn)
is received. Therefore, the entire behavior of the decoder can be predicted from its
behavior assuming transmission of the all-ones codeword (recall that we are using
{1,−1} notation for the binary alphabet). So, for the analysis, we will assume that
the all-ones codeword was transmitted.

5 Regular LDPC codes and simple iterative de-
coders

We will begin with regular LDPC codes and a theoretical analysis of simple
message-passing algorithms for decoding them.

5.1 Gallager’s program

The story of LDPC codes and iterative decoding begins in Gallager’s remark-
able Ph.D. thesis completed in 1960, and later published in 1963 [8]. Gallager
analyzed the behavior of a code picked randomly from the ensemble of (dv,dc)-
regular LDPC codes of a large block length. He proved that with high probabil-
ity, as dv anddc increase, the rate vs. minimum distance trade-off of the code
approaches the Gilbert-Varshamov bound. Gallager also analyzed the error prob-
ability of maximum likelihood (ML) decoding of random (dc,dc)-regular LDPC
codes, and showed that LDPC codes are at least as good on the BSC as the op-
timum code a somewhat higher rate (refer to [8] for formal details concerning
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this statement). This demonstrated the promise of LDPC codes independently of
their decoding algorithms (since ML decoding is the optimal decoding algorithm
in terms of minimizing error probability).

To complement this statement, Gallager also proved a “negative” result show-
ing that for each finitedc, there is a finite gap to capacity on the BSC when using
regular LDPC codes with check node degreesdc More precisely, he proved that
the largest rate that can be achieved forBSCp with error probability going to zero

is at most 1− H(p)
H(pdc) wherepdc =

1+(1−2p)dc

2 . This claim holds even for irregular
LDPC codes withdc interpreted as the maximum check node degree. This shows
that the maximum check node degree needs to grow with the gapε between the
rate of the code and capacity of the BSC.

Since only exponential time solutions to the ML decoding problem are known,
Gallager also developed simple, iterative decoding algorithms for LDPC codes.
These form the precursor to the modern day message-passing algorithms. More
generally, he laid down the foundations of the following program for determining
the threshold channel parameter below which a suitable LDPC code can be used in
conjunction with a given iterative decoder for reliable information transmission.

Code construction: Construct a family of (dv,dc)-regular factor graphs withn
variable nodes (for increasingn) with girth greater than 4̀(n) = Ω(logn).
An explicit construction of such graphs was also given by Gallager [8, Ap-
pendix C].

Analysis of Decoder: Determine the average fraction of incorrect7 messages
passed at thei’th iteration of decoding fori ≤ ` = `(n) (assuming there
are no cycles of length at most 4`). This fraction is usually expressed by a
system of recursive equations that depend ondv,dc and the channel param-
eter (such as crossover probability, in case of the BSC).

Threshold computation: Using the above equations, compute (analytically or
numerically) the threshold channel parameter below which the expected
fraction of incorrect messages approaches zero as the number of iterations
increases. Conclude that the chosen decoder when applied to this family of
codes with̀ (n) decoding rounds leads to bit-error probability approaching
zero as long as the channel parameter is below the threshold.

The recent research on (irregular) LDPC codes shares the same essential fea-
tures of the above program. The key difference is that the requirement of an
explicit code description in Step 1 is relaxed. This is because for irregular graphs
with specific requirements on degree distribution, explicit constructions of large

7A message is incorrect if the bit value it estimates is wrong. For transmission of the all-ones
codeword, this means the message has a non-positive value.
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girth graphs seem very hard. Instead, a factor graph chosen randomly from a
suitable ensemble is used. This raises issues such as the concentration of the per-
formance of a random code around the average behavior of the ensemble. It also
calls for justification of the large girth assumption in the decoding. We will re-
turn to these aspects when we begin our discussion of irregular LDPC codes in
Section 6.

We should point out that Gallager himself used random regular LDPC codes
for his experiments with iterative decoders for various channels such as the BSC,
the BIAWGN, and the Rayleigh fading channel. However, if we so desire, for the
analytic results, even explicit constructions are possible. In the rest of this section,
we assume an explicit large girth factor graph is used, and focus on the analysis of
some simple and natural iterative decoders. Thus the only randomness involved is
the one realizing the channel noise.

5.2 Decoding on the binary erasure channel

Although Gallager did not explicitly study the BEC, his methods certainly apply to
it, and we begin by studying the BEC. For the BEC, there is essentially a unique
choice for a non-trivial message-passing decoding algorithm. In a variable-to-
check message round, a variable whose bit value is known (either from the chan-
nel output or from a check node in a previous round) passes along its value to the
neighboring check nodes, and a variable whose bit value is not yet determined
passes a symbol (say 0) signifying erasure. In the check-to-variable message
round, a check nodec passes to a neighborv an erasure if it receives an era-
sure from at least one neighbor besidesv, and otherwise passes the bit valueb to
v whereb is the parity of the bits received from neighbors other thanv. Formally,
the message maps are given as follows:

Ψ(`)
v (r,m1, . . . ,mdv−1) =

{
b if at least one ofr,m1, . . . ,mdv−1 equalsb ∈ {1,−1}
0 if r = m1 = · · · = mdv−1 = 0

(Note that the map is well-defined since the inputs to a variable node will never
give conflicting±1 votes on its value.)

Ψ(`)
c (m1, . . . ,mdc−1) =

dc−1∏
i=1

mi

We note that an implementation of the decoder is possible that uses each edge
of the factor for message passing exactly once. Indeed, once a variable node’s
value is known, the bit value is communicated to its neighboring check nodes,
and this node (and edges incident on it) are removed from the graph. Each check
node maintains the parity of the values received from its neighboring variables so
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far, and updates this after each round of variable messages (note that it receives
each variable node’s value exactly once). When a check node has degree exactly
one (i.e., values of all but one of its variable node neighbors are now known), it
communicates the parity value it has stored to its remaining neighbor, and both
the check node and the remaining edge incident on it are deleted. This version of
the iterative decoder has been dubbed thePeeling Decoder. The running time of
the Peeling Decoder is essentially the number of edges in the factor graph, and
hence it performs aboutdv operations per codeword bit.

Let us analyze this decoding algorithm for` iterations, wherè is a constant
(chosen large enough to achieve the desired bit-error probability). We will as-
sume that the factor graph does not have any cycle of length at most 4` (which is
certainly true if it hasΩ(logn) girth).

The following is crucial to our analysis.

Lemma 1. For each node, the random variables corresponding to the messages
received by it in the i’th iteration are all independent, for i≤ `.

Let us justify why the above is the case. For this, we crucially use the fact that
the message sent along an edge, say fromv to c, does not depend on the message
thatv receives fromc. Therefore, the information received at a check nodec (the
situation for variable nodes is identical) from its neighbors in thei’th iteration
is determined by by a computation graph rooted atc, with its dc variable node
neighbors as its children, thedv − 1 neighbors besidesc of each these variable
nodes as their children, thedc − 1 other neighbors of these check nodes as their
children, and so on. Since the girth of the graph is greater than 4`, the computation
graph is in fact a tree. Therefore, the information received byc from its neighbors
in the i’th iteration are all independent.

Take an arbitrary edge (v, c) between variable nodev and check nodec. Let
us compute the probabilitypi that the message fromv to c in the i’th iteration
is an erasure (using induction and the argument below, one can justify the claim
that this probability, which is taken over the channel noise, will be independent
of the edge and only depend on the iteration number, as long asi ≤ `). For
i = 0, p0 = α, the probability that the bit value forv was erased by theBECα. In
the (i + 1)’st iteration,v passes an erasure toc iff it was originally erased by the
channel, and it received an erasure from each of itsdv − 1 neighbors other than
c. Each of these neighboring check nodesc′ in turn sends an erasure tov iff at
least one neighbor ofc′ other thanv sent an erasure toc′ during iterationi — due
to the independence of the involved messages, this event occurs for nodec′ with
probability (1− (1 − pi)dc−1). Again, because the messages from various check
nodes tov in the (i + 1)’st round are independent, we have

pi+1 = α · (1− (1− pi)
dc−1)dv−1 . (1)
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By linearity of expectation,pi is the expected fraction of variable-to-check
messages sent in thei’th iteration that are erasures. We would like to show that
lim`→∞ p` = 0, so that the bit-error probability of the decoding vanishes as the
number of iterations grows. The largest erasure probabilityα for which this hap-
pens is given by the following lemma.

Lemma 2. The threshold erasure probabilityαMP(dv,dc) for the BEC below
which the message-passing algorithm results in vanishing bit-erasure probabil-
ity is given by

αMP(dv,dc) = min
x∈[0,1]

x
(1− (1− x)dc−1)dv−1

. (2)

Proof. By definition, αMP(dv,dc) = sup{α ∈ [0,1] : lim i→∞ pi = 0} where pi

is as defined recursively in (1). Define the functionsg(x) = x
(1−(1−x)dc−1)dv−1 , and

f (α, x) = α(1 − (1 − x)dc−1)dv−1. Also letα∗ = minx∈[0,1] g(x). We wish to prove
thatαMP(dv,dc) = α∗.

If α < α∗, then for everyx ∈ [0,1], f (α, x) = αx
g(x) ≤

α∗x
g(x) ≤ x, and in fact

f (α, x) < x for x ∈ (0,1]. Hence it follows thatpi+1 = f (α, pi) ≤ pi and since
0 ≤ f (α, x) ≤ α for all x ∈ [0,1], the probability converges to a valuep∞ ∈ [0, α].
Since f is continuous, we havep∞ = f (α, p∞), which impliesp∞ = 0 (since
f (α, x) < x for x > 0). This shows thatαMP(dv,dc) ≥ α∗.

Conversely, ifα > α∗, then letx0 ∈ [0,1] be such thatα > g(x0). Then
α ≥ f (α, x0) =

αx0
g(x0) > x0, and of coursef (α, α) ≤ α. Since f (α, x) is a continuous

function ofx, we must havef (α, x∗) = x∗ for somex∗ ∈ (x0, α]. For the recursion
(1) with a fixed value ofα, it is easy to see by induction that ifp0 ≥ p′0, then
pi ≥ p′i for all i ≥ 1. If p′0 = x∗, then we havep′i = x∗ for all i. Therefore, when
p0 = α ≥ x∗, we havepi ≥ x∗ for all i as well. In other words, the error probability
stays bounded below byx∗ irrespective of the number of iterations. This proves
thatαMP(dv,dc) ≤ α∗.

Together, we have exactly determined the threshold to beα∗ = minx∈[0,1] g(x).

Remark 3. Using standard calculus, we can determineαMP(dv,dc) to be
1−γ

(1−γdc−1)dv−1 whereγ is the unique positive root of the polynomial p(x) = ((dv −

1)(dc − 1) − 1)xdc−2 −
∑dc−3

i=0 xi. Note that when dv = 2, p(1) = 0, so the thresh-
old equals0. Thus we must pick dv ≥ 3, and hence dc ≥ 4 (to have positive
rate). For the choice dv = 3 and dc = 4, p(x) is a quadratic and we can an-
alytically computeαMP(3,4) ≈ 0.6474; note that capacity for this rate equals
3/4 = 0.75. (The best threshold one can hope for equals dv/dc since the rate is at
least1− dv/dc.) Closed form analytic expressions for some other small values of
(dv,dc) are given in [2]: for example,αMP(3,5) ≈ 0.5406(compare to capacity of
0.6) andαMP(3,6) ≈ 0.4294(compare to capacity of0.5).
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Theorem 4. For integers3 ≤ dv < dc, there exists an explicit family of binary
linear codes of rate at least1− dv

dc
that can be reliably decoded in linear time on

BECα providedα < αMP(dv,dc).8

5.3 Decoding on the BSC

The relatively clean analysis of regular LDPC codes on the BEC is surely en-
couraging. As mentioned earlier, Gallager in fact did not consider the BEC in his
work. We now discuss one of his decoding algorithms for the BSC, that has been
dubbed Gallager’s Algorithm A, and some simple extensions of it.

5.3.1 Gallager’s Algorithm A

The message alphabet of Algorithm A will equal{1,−1}, so the nodes simply pass
guesses on codeword bits. The message maps are time invariant and do not depend
on the iteration number, so we will omit the superscript indicating the iteration
number in describing the message maps. The check nodes send a message to a
variable node indicating the parity of theotherneighboring variables, or formally:

Ψc(m1, . . . ,mdc−1) =
dc−1∏
i=1

mi .

The variable nodes send to a neighboring check node their original received value
unless the incoming messages from theothercheck nodes unanimously indicate
otherwise, in which case it sends the negative of the received value. Formally,

Ψv(r,m1, . . . ,mdv−1) =

{
−r if m1 = · · · = mdv−1 = −r
r otherwise.

As in the case of BEC, we will track the expected fraction of variable-to-check
node messages that are erroneous in thei’th iteration. Since we assume the all-
ones codeword was transmitted, this is simply the expected fraction of messages
that equal−1. Let pi be the probability (over the channel noise) that a particular
variable-to-check node message in iterationi equals−1 (as in the case of the BEC,
this is independent of the actual edge fori ≤ `). Note that we havep0 = p, the
crossover probability of the BSC.

8Our analysis showed that the bit-error probability can be made below any desiredε > 0 by
picking the number of iterations to be a large enough constant. A more careful analysis using
`(n) = Ω(logn) iterations shows that bit-error probability is at most exp(−nβ) for some constant
β = β(dv,dc). By a union bound, the entire codeword is thus correctly recovered with high proba-
bility.



77 77

77 77

The Bulletin of the EATCS

69

It is a routine calculation using the independence of the incoming messages to
prove the following recursive equation [8, Sec. 4.3], [23, Sec III]:

pi+1 = p0 − p0

(
1+ (1− 2pi)dc−1

2

)dv−1

+ (1− p0)

(
1− (1− 2pi)dc−1

2

)dv−1

(3)

For a fixed value ofp0, pi+1 is a increasing function ofpi, and for a fixed value
of pi, pi+1 is an increasing function ofp0. Therefore, by inductionpi is an in-
creasing function ofp0. Define the threshold value of this algorithm “A” as
pA(dv,dc) = sup{p0 ∈ [0,1] : lim`→∞ p` = 0}. By the above argument, if the
crossover probabilityp < pA(dv,dc), then the expected fraction of erroneous mes-
sages in thè’th iteration approaches 0 as` → ∞.

Regardless of the exact quantitative value, we want to point out that when
dv ≥ 3, the threshold is positive. Indeed, fordv > 2, for small enoughp0 > 0, one
can see thatpi+1 < pi for 0 < pi ≤ p0 andpi+1 = pi for pi = 0, which means that
lim i→∞ pi = 0.

Exact analytic expressions for the threshold have been computed for some spe-
cial cases [2]. This is based on the characterization ofpA(dv,dc) as the supremum
of all p0 > 0 for which

x = p0 − p0

(
1+ (1− 2x)dc−1

2

)dv−1

+ (1− p0)

(
1− (1− 2x)dc−1

2

)dv−1

does not have a strictly positive solutionx with x ≤ p0. Below are some example
values of the threshold (up to the stated precision). Note that the rate of the code
is 1− dv/dc and the Shannon limit isH−1(dv/dc) (whereH−1(y) for 0 ≤ y ≤ 1 is
defined as the unique value ofx ∈ [0,1/2] such thatH(x) = y).

dv dc pA(dv,dc) Capacity
3 6 0.0395 0.11
4 8 1/21 0.11
5 10 1/36 0.11
4 6 1/15 0.174
3 4 0.106 0.215
3 5 0.0612 0.146

5.3.2 Gallager’s Algorithm B

Gallager proposed an extension to the above algorithm, which is now called Gal-
lager’s Algorithm B, in which a variable node decides to flip its value in an outgo-
ing message when at leastb of the incoming messages suggest that it ought to flip
its value. In Algorithm A, we haveb = dv−1. The thresholdb can also depend on
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the iteration number, and we will denote bybi this value during thei’th iteration.
Formally, the variable message map in thei’th iteration is given by

Ψ(i)
v (r,m1, . . . ,mdv−1) =

{
−r if |{ j : mj = −r}| ≥ bi

r otherwise.

The check node message maps remain the same. The threshold should be greater
than (dv − 1)/2 since intuitively one should flip only when more check nodes
suggest a flip than those that suggest the received value. So whendv = 3, the
above algorithm reduces to Algorithm A.

Defining the probability of an incorrect variable-to-check node message in the
i’th iteration to be ˜pi, one can show the recurrence [8, Sec. 4.3]:

p̃i+1 = p̃0 − p̃0

dv−1∑
j=bi+1

(
dv−1

j

) (1+ (1− 2p̃i)dc−1

2

) j (1− (1− 2p̃i)dc−1

2

)dv−1− j

+ (1− p̃0)
dv−1∑
j=bi+1

(
dv−1

j

) (1+ (1− 2p̃i)dc−1

2

)dv−1− j (1− (1− 2p̃i)dc−1

2

) j

The cut-off valuebi+1 can then be chosen to minimize this value. The solution to
this minimization is the smallest integerbi+1 for which

1− p̃0

p̃0
≤

(
1+ (1− 2p̃i)dc−1

1− (1− 2p̃i)dc−1

)2bi+1−dv+1

.

By the above expression, we see that as ˜pi decreases,bi+1 never increases. And,
as p̃i is sufficiently small,bi+1 takes the valuedv/2 for evendv and (dv + 1)/2 for
odd dv. Therefore, a variable node flips its value when a majority of thedv − 1
incoming messages suggest that the received value was an error. We note that
this majority criterion for flipping a variable node’s bit value was also used in
decoding of expander codes [29].

Similar to the analysis of Algorithm A, using the above recurrence, one can
show that whendv ≥ 3, for sufficiently smallp0 > 0, we havepi+1 < pi when
0 < pi ≤ p0, and of course whenpi = 0, we havepi+1 = 0. Therefore, when
dv ≥ 3, for small enoughp0 > 0, we have limi→∞ pi = 0 and thus a positive
threshold.

The values of the threshold of this algorithm for small pairs (dv,dc) appear in
[23]. For the pairs (4,8), (4,6) and (5,10) the thresholds are about 0.051, 0.074,
and 0.041 respectively. For comparison, for these pairs Algorithm A achieved a
threshold of about 0.047, 0.066, and 0.027 respectively.



79 79

79 79

The Bulletin of the EATCS

71

5.3.3 Using Erasures in the Decoder

In both the above algorithms, each message made up its mind on whether to guess
1 or−1 for a bit. But it may be judicious to sometimes abstain from guessing, i.e.,
to send an “erasure” message (with value 0), if there is no good reason to guess
one way or the other. For example, this may be the appropriate course of action
if a variable node receives one-half 1’s and one-half−1’s in the incoming check
node messages. This motivates an algorithm with message alphabet{1,0,−1} and
the following message maps (in iteration`):

Ψ(`)
v (r,m1,m2, . . . ,mdv−1) = sgn

w(`)r +
dv−1∑
j=1

mj


and

Ψ(`)
c (m1,m2, . . . ,mdc−1) =

dc−1∏
j=1

mj .

The weightw(`) dictates the relative importance given to the received value com-
pared to the suggestions by the check nodes in the`’th iteration. These weights
add another dimension of design choices that one can optimize.

Exact expressions for the probabilitiesp(−1)
i andp(0)

i ) that a variable-to-check
message is an error (equals−1) and an erasure (equals 0) respectively in thei’th
iteration can be written down [23]. These can be used to pick appropriate weights
w(i). For the (3,6)-regular code,w(1) = 2 andw(i) = 1 for i ≥ 2 is reported as
the optimum choice in [23], and using this choice the resulting algorithm has a
threshold of about 0.07, which is a good improvement over the 0.04 achieved by
Algorithm A. More impressively, this is close to the threshold of 0.084 achieves
by the “optimal” belief propagation decoder. A heuristic to pick the weightsw(i)

is suggested in [23] and the threshold of the resulting algorithm is computed for
small values of (dv,dc).

5.4 Decoding on BIAWGN

We now briefly turn to the BIAWGN channel. We discussed the most obvious
quantization of the channel output which converts the channel to a BSC with
crossover probabilityQ(1/σ). There is a natural way to incorporate erasures into
the quantization. We pick a thresholdτ around zero, and quantize the AWGN
channel outputr into −1, 0 (which corresponds to erasure), or 1 depending on
whetherr ≤ −τ, −τ < r < τ, or r ≥ τ, respectively. We can then run exactly
the above message-passing algorithm (the one using erasures). More generally,
we can pick a separate thresholdτi for each iterationi — the choice ofτi and
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w(i) can be optimized using some heuristic criteria. Using this approach, a thresh-
old of σ∗ = 0.743 is reported for communication using a (3,6)-regular LDPC
code on the BIAWGN channel. This corresponds to a raw bit-error probability
of Q(1/σ∗) = 0.089, which is almost 2% greater than the threshold crossover
probability of about 0.07 achieved on the BSC. So even with a ternary message
alphabet, providing soft information (instead of quantized hard bit decisions) at
the input to the decoder can be lead to a good performance gain. The belief prop-
agation algorithm we discuss next uses a much large message alphabet and yields
further substantial improvements for the BIAWGN.

5.5 The belief propagation decoder

So far we have discussed decoders with quantized, discrete messages taking on
very few values. Naturally, we can expect more powerful decoders if more de-
tailed information, such as real values quantifying the likelihood of a bit being
±1, are passed in each iteration. We now describe the “belief propagation” (BP)
decoder which is an instance of such a decoder (using a continuous message al-
phabet). We follow the description in [23, Sec. III-B]. In belief propagation, the
messages sent along an edgee represent the posterior conditional distribution on
the bit associated with the variable node incident one. This distribution corre-
sponds to a pair of nonnegative realsp1, p−1 satisfyingp1+ p−1 = 1. This pair can
be encoded as a single real number (including±∞) using the log-likelihood ratio
log p1

p−1
, and the messages used by the BP decoder will follow this representation.

Each node acts under the assumption that each message communicated to it
in a given round is a conditional distribution on the associated bit, and further
each such message is conditionally independent of the others. Upon receiving the
messages, a node transmits to each neighbor the conditional distribution of the
bit conditioned on all informationexceptthe information from that neighbor (i.e.,
only extrinsic information is used in computing a message). If the graph has large
enough girth compared to the number of iterations, this assumption is indeed met,
and the messages at each iteration reflect the true log-likelihood ratio given the
observed values in the tree neighborhood of appropriate depth.

If l1, l2, . . . , lk are the likelihood ratios of the conditional distribution of a bit
conditioned on independent random variables, then the likelihood ratio of the bit
value conditioned on all of the random variables equals

∏k
i=1 l i. Therefore, log-

likelihoods of independent messages add up, and this leads to the variable message
map (which is independent of the iteration number):

Ψv(m0,m1, . . . ,mdv−1) =
dv−1∑
i=0

mi
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wherem0 is the log-likelihood ratio of the bit based on the received value (eg., for
theBSCp, m0 = r log 1−p

p wherer ∈ {1,−1} is the received value).
The performance of the decoder is analyzed by tracking the evolution of the

probability density of the log-likelihood ratios (hence the name “density evolu-
tion” for this style of analysis). By the above, given densitiesP0,P1, . . . ,Pdv−1

on the real quantitiesm0,m1, . . . ,mdv−1, the density ofΨv(m0,m1, . . . ,mdv−1) is the
convolutionP0 ⊗ P1 ⊗ · · · ⊗ Pdv−1 over the reals of those densities. In the compu-
tation, one hasP1 = P2 = · · · = Pdv−1 and the densities will be quantized, and the
convolution can be efficiently computed using the FFT.

Let us now turn to the situation for check nodes. Given bitsbi, 1 ≤ i ≤ k, with
independent probability distributions (pi

1, p
i
−1), what is the distribution (p1, p−1)

of the bitb =
∏k

i=1 bi? We have the expectation

E[b] = E[
∏

i

bi] =
∏

i

E[bi] =
∏

i

(pi
1 − pi

−1) .

Therefore we havep1 − p−1 =
∏k

i=1(p
i
1 − pi

−1). Now if m is the log-likelihood
ratio log p1

p−1
, thenp1 − p−1 =

em−1
em+1 = tanh(m/2). Conversely, ifp1 − p−1 = q, then

log p1

p−1
= log 1+q

1−q. These calculations lead to the following check node map for the
log-likelihood ratio:

Ψc(m1,m2, . . . ,mdc−1) = log

1+
∏dc−1

i=1 tanh(mi/2)

1−
∏dc−1

i=1 tanh(mi/2)

 .
It seems complicated to track the density ofΨc(m1,m2, . . . ,mdc−1) based on those
of themi ’s. However, as shown in [23], this can be also be realized via a Fourier
transform, albeit with a slight change in representation of the conditional prob-
abilities (p1, p−1). We skip the details and instead point the reader to [23, Sec.
III-B].

Using these ideas, we have an effective algorithm to recursively compute, to
any desired degree of accuracy, the probability densityP(`) of the log-likelihood
ratio of the variable-to-check node messages in the`-th iteration, starting with
an explicit description of the initial densityP(0). The initial density is simply the
density of the log-likelihood ratio of the received value, assuming transmission of
the all-ones codeword; for example, forBSCp, the initial densityP(0) is given by

P(0)(x) = pδ

(
x− log

p
1− p

)
+ (1− p)δ

(
x− log

1− p
p

)
,

whereδ(x) is the Dirac delta function.
The threshold crossover probability for the BSC and the threshold variance

for the BIAWGN under belief propagation decoding for various small values of
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(dv,dc) are computed by this method and reported in [23]. For the (3,6) LDPC
code, these thresholds are respectivelyp∗ = 0.084 (compare with Shannon limit
of 0.11) andσ∗ = 0.88 (compare with Shannon limit of 0.9787).

The above numerical procedure for tracking the evolution of densities for be-
lief propagation and computing the associated threshold to any desired degree of
accuracy has since been applied with great success. In [22], the authors apply this
method to irregular LDPC codes with optimized structure and achieve a threshold
of σ∗ = 0.9718 with rate 1/2 for the BIAWGN, which is a mere 0.06 dB way from
the Shannon capacity limit.9

6 Irregular LDPC codes

Interest in LDPC codes surged following the seminal paper [16] that initiated
the study of irregular LDPC codes, and proved their potential by achieving the
capacity on the BEC. Soon, it was realized that the benefits of irregular LDPC
codes extend to more powerful channels, and this led to a flurry of activity. In this
section, we describe some of the key elements of the analytic approach used to to
study message-passing decoding algorithms for irregular LDPC codes.

6.1 Intuitive benefits of irregularity

We begin with some intuition on why one might expect improved performance
by using irregular graphs. In terms of iterative decoding, from the variable node
perspective, it seems better to have high degree, since the more information it
gets from check nodes, the more accurately it can guess its correct value. On the
other hand, from the check node perspective, the lower its degree, the more valu-
able the information it can transmit back to its neighbors. (The XOR of several
mildly unpredictable bits has a much larger unpredictability.) But in order to have
good rate, there should be far fewer check nodes than variable nodes, and there-
fore meeting the above competing requirements is challenging. Irregular graphs
provide significantly more flexibility in balancing the above incompatible degree
requirements. It seems reasonable to believe that a wide spread of degrees for
variable nodes could be useful. This is because one might expect that variable
nodes with high degree will converge to their correct value quickly. They can then
provide good information to the neighboring check nodes, which in turn provide
better information to lower degree variable nodes, and so on leading to a cascaded
wave effect.

9The threshold signal-to-noise ratio 1/(σ∗)2 = 0.2487 dB, and the Shannon limit for rate 1/2
is 0.187 dB.
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The big challenge is to leap from this intuition to the design of appropriate
irregular graphs where this phenomenon provably occurs, and to provide analytic
bounds on the performance of natural iterative decoders on such irregular graphs.

Compared to the regular case, there are additional technical issues revolving
around how irregular graphs are parameterized, how they are constructed (sam-
pled), and how one deals with the lack of explicit large-girth constructions. We
discuss these issues in the next two subsections.

6.2 The underlying ensembles

We now describe how irregular LDPC codes can be parameterized and constructed
(or rather sampled). Assume we have an LDPC code withn variable nodes with
Λi variable nodes of degreei andPi check nodes of degreei. We have

∑
i Λi = n,

and
∑

i iΛi =
∑

i iPi as both these equal the number of edges in the graph. Also∑
i Pi = n(1−r) wherer is the designed rate of the code. It is convenient to capture

this information in the compact polynomial notation:

Λ(x) =
dmax

v∑
i=2

Λi x
i , P(x) =

dmax
c∑
i=1

Pi x
i .

We call the polynomialsΛ andP the variable and check degree distributions from
a node perspective. Note thatΛ(1) is the number of variable nodes,P(1) the
number of check nodes, andΛ′(1) = P′(1) the number of edges.

Given such a degree distribution pair (Λ,P), let LDPC(Λ,P) denote the “stan-
dard” ensemble of bipartite (multi)graphs withΛ(1) variable nodes andP(1) check
nodes, withΛi variable nodes andPi check nodes of degreei. This ensemble is
defined by takingΛ′(1) = P′(1) “sockets” on each side, allocatingi sockets to a
node of degreei in some arbitrary manner, and then picking a random matching
between the sockets.

To each member ofLDPC(Λ,P), we associate the code of which it is the factor
graph. A slight technicality: since we are dealing with multigraphs, in the parity
check matrix, we place a non-zero entry at rowi and columnj iff the ith check
node is connected to thejth variable node anoddnumber of times. Therefore, we
can think of the above as an ensemble of codes, and by abuse of notation also refer
to it asLDPC(Λ,P). (Note that the graphs have a uniform probability distribution,
but the induced codes need not.) In the sequel, our LDPC codes will be obtained
by drawing a random element from the ensembleLDPC(Λ,P).

To construct a family of codes, one can imagine using a normalized degree
distribution giving thefraction of nodes of a certain degree, and then considering
an increasing number of nodes. For purposes of analysis, it ends up being conve-
nient to use normalized degree distributions from theedgeperspective. Letλi and
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ρi denote the fraction ofedgesincident to variable nodes and check nodes of de-
greei respectively. That is,λi (resp.ρi) is the probability that a randomly chosen
edge is connected to a variable (resp. check) node of degreei. These distributions
can be compactly written in terms of the power series defined below:

λ(x) =
∑

i

λi x
i−1 , ρ(x) =

∑
i

ρi x
i−1 .

It is easily seen thatλ(x) = Λ′(x)
Λ′(1) and ρ(x) = P′(x)

P′(1). If M is the total number
of edges, then the number of variable nodes of degreei equalsMλi/i, and thus
the total number of variable nodes isM

∑
i λi/i. It follows that that the average

variable node degree equals1∑
i λi/i
= 1∫ 1

0 λ(z)dz
. Likewise, the average check node

degree equals 1∫ 1
0 ρ(z)dz

. It follows that the designed rate can be expressed in terms

of λ, ρ as

r = r(λ, ρ) = 1−

∫ 1

0
ρ(z)dz∫ 1

0
λ(z)dz

. (4)

We also have the inverse relationships

Λ(x)
n
=

∫ x

0
λ(z)dz∫ 1

0
λ(z)dz

,
P(x)

n(1− r)
=

∫ x

0
ρ(z)dz∫ 1

0
ρ(z)dz

. (5)

Therefore, (Λ,P) and (n, λ, ρ) carry the same information (in the sense we can
obtain each from the other). For the asymptotic analysis we use (n, λ, ρ) to refer to
the LDPC code ensemble. There is a slight technicality that for somen, the (Λ,P)
corresponding to (n, λ, ρ) may not be integral. In this case, rounding the individual
node distributions to the closest integer has negligible effect on the asymptotic
performance of decoder or the rate, and so this annoyance may be safely ignored.

The degree distributionsλ, ρ play a prominent role in the line of work, and the
performance of the decoder is analyzed and quantified in terms of these.

6.3 Concentration around average performance

Given a degree distribution pair (λ, ρ) and a block lengthn, the goal is to mimic
Gallager’s program (outlined in Section 5.1), using a factor graph with degree
distribution (λ, ρ) in place of a (dv,dc)-regular factor graph. However, the task of
constructing explicit large girth graphs obeying precise irregular degree distribu-
tions seems extremely difficult. Therefore, a key difference is to give up on ex-
plicitness, and rather sample an element from the ensembleLDPC(n, λ, ρ), which
can be done easily as mentioned above.
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It is not very difficult to show that a random code drawn from the ensemble
will have the needed girth (and thus be tree-like in a local neighborhood of every
edge/vertex) with high probability; see for instance [23, Appendix A]. A more
delicate issue is the following: For the irregular case the neighborhood trees out
of different nodes have a variety of different possible structures, and thus analyz-
ing the behavior of the decoder on a specific factor graph (after it has been sam-
pled, even conditioning on it having large girth) seems hopeless. Whatis feasible,
however, is to analyze theaveragebehavior of the decoder (such as the expected
fraction, sayP(λ,ρ)

n (`), of erroneous variable-to-check messages in the`’th itera-
tion) taken over all instances of the code drawn from the ensembleLDPC(n, λ, ρ)
and the realization of the channel noise. It can be shown that, asn→ ∞, P(λ,ρ)

n (`)
converges to a certain quantityP(λ,ρ)

T
(`), which is defined as the probability (taken

over both choice of the graph and the noise) that an incorrect message is sent in
the`’th iteration along an edge (v, c) assuming that the depth 2` neighborhood out
of v is a tree.

In order to define the probabilityP(λ,ρ)
T

(`) more precisely, one uses a “tree en-
semble”T`(λ, ρ) defined inductively as follows.T0(λ, ρ) consists of the trivial tree
consisting of just a root variable node. For` ≥ 1, to sample fromT`(λ, ρ), first
sample an element fromT`−1(λ, ρ). Next for each variable leaf node (indepen-
dently), with probabilityλi+1 attachi check node children. Finally, for each of the
new check leaf nodes, independently attachi variable node children with proba-
bility ρi+1. The quantityP(λ,ρ)

T
(`) is then formally defined as the probability that

the outgoing message from the root node of a sampleT fromT`(λ, ρ) is incorrect,
assuming the variable nodes are initially labeled with 1 and then the channel noise
acts on them independently (the probability is thus both over the channel noise
and the choice of the sampleT fromT`(λ, ρ)).

The convergence ofP(λ,ρ)
n (`) to P(λ,ρ)

T
(`) is a simple consequence of the fact

that, for a random choice of the factor graph fromLDPC(n, λ, ρ), the depth 2̀
neighborhood of an edge is tree-like with probability tending to 1 asn gets larger
(for more details, see [23, Thm. 2]).

The quantityP(λ,ρ)
T

(`) for the case of trees is easily computed, similar to the
case of regular graphs, by a recursive procedure. One can then determine the
threshold channel parameter for whichP(λ,ρ)

T
(`)→ 0 as` → ∞.

However, this only analyzed theaveragebehavior of the ensemble of codes.
What we would like is for a random code drawn from the ensembleLDPC(n, λ, ρ)
to concentrate around the average behavior with high probability. This would
mean that almost all codes behave alike and thus the individual behavior of almost
all codes is characterized by the average behavior of the ensemble (which can
be computed as outlined above). A major success of this theory is that such a
concentration phenomenon indeed holds, as shown in [17] and later extended to
a large class of channels in [23]. The proof uses martingale arguments where the
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edges of the factor graph and then the inputs to the decoder are revealed one by
one. We refrain from presenting the details here and point the reader to [17, Thm.
1] and [23, Thm. 2] (the result is proved for regular ensembles in these works but
extends to irregular ensembles as long as the degrees in the graph are bounded).

In summary, it suffices to analyze and boundP(λ,ρ)
T

(`), and if this tends to 0 as
` → ∞, then in the limit of a large number of decoding iterations, for almost all
codes in the ensemble, the actual bit error probability of the decoder tends to zero
for large enough block lengths.

Order of limits: A remark on the order of the limits might be in order. The
proposed style of analysis aims to determine the threshold channel parameter for
which lim`→∞ limn→∞ E[P(λ,ρ)

n (`)] = 0. That is, we first fix the number of iterations
and determine the limiting performance of an ensemble as the block length tends
to infinity, and then let the number of iterations tend to infinity. Exchanging the
order of limits gives us the quantity lim̀→∞ limn→∞ E[P(λ,ρ)

n (`)]. It is this limit that
corresponds to the more typical scenario in practice where for each fixed block
length, we let the iterative decoder run until no further progress is achieved. We
are then interested in the limiting performance as the block length tends to infinity.
For the BEC, it has been shown that for both the orders of taking limits, we get
the same threshold [25, Sec. 2.9.8]. Based on empirical observations, the same
has been conjectured for channels such as the BSC, but a proof of this seems to
be out of sight.

6.4 Analysis of average performance for the BEC

We now turn to analyzing the average behavior of the ensembleLDPC(n, λ, ρ)
under message-passing decoding on the BEC. (The algorithm for regular codes
from Section 5.2 extends to irregular codes in the obvious fashion — the message
maps are the same except the maps at different nodes will have different number
of arguments.)

Lemma 5 (Performance of tree ensemble channel on BEC).Consider a degree
distribution pair(λ, ρ) and a real number0 < α < 1. Define x0 = α and for` ≥ 1,

x` = αλ(1− ρ(1− x`−1)) . (6)

Then, for the BEC with erasure probabilityα, for every` ≥ 1, we have P(λ,ρ)
T

(`) =
x`.

Proof. The proof follows along the lines of the recursion (1) that we established
for the regular case. The case` = 0 is clear since the initial variable-to-check
message equals the received value which equals an erasure with probabilityα.
Assume that for 0≤ i < `, P(λ,ρ)

T
(i) = xi. In the`’th iteration, a check-to-variable
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node message sent by a degreei check node is the erasure message if any of the
(i − 1) incoming messages is an erasure, an event that occurs with probability
1 − (1 − x`−1)i−1 (since the incoming messages are independent and each is an
erasure with probabilityx`−1 by induction). Since the edge has probabilityρi to
be connected to a check node of degreei, the erasure probability of a check-
to-variable message in thè’th iteration for a randomly chosen edge is equal to∑

i ρi(1−(1−x`−1)i−1) = 1−ρ(1−x`−1). Now consider a variable-to-check message
in the`’th iteration sent by a variable node of degreei. This is an erasure iff the
node was originally erased and each of the (i−1) incoming messages are erasures.
Thus it is an erasure with probabilityα(1−ρ(1−x`−1))i−1. Averaging over the edge
degree distributionλ(·), we haveP(λ,ρ)

T
(`) = αλ(1− ρ(1− x`−1)) = x`.

The following lemma yields the threshold erasure probability for a given de-
gree distribution pair (λ, ρ). The proof is identical to Lemma 2 — we simply
use the recursion (6) in place of (1). Note that Lemma 2 is a special case when
λ(z) = zdv−1 andρ(z) = zdc−1.

Lemma 6. For the BEC, the threshold erasure probabilityαMP(λ, ρ) below which
the above iterative message passing algorithm leads to vanishing bit-erasure
probability as the number of iterations grows is given by

αMP(λ, ρ) = min
x∈[0,1]

x
λ(1− ρ(1− x))

. (7)

6.5 Capacity achieving distributions for the BEC

Having analyzed the performance possible on the BEC for a given degree distri-
bution pair (λ, ρ), we now turn to the question of what pairs (λ, ρ), if any, have a
threshold approaching capacity. Recalling the designed rate from (4), the goal is

to find (λ, ρ) for whichαMP(λ, ρ) ≈
∫ 1
0 ρ(z)dz∫ 1
0 λ(z)dz

.

We now discuss a recipe for constructing such degree distributions, as dis-
cussed in [20] and [25, Sec. 2.9.11] (we follow the latter description closely).
In the following we use parametersθ > 0 and a positive integerN that will be
fixed later. LetD be the space of non-zero functionsh : [0,1) → R+ which are
analytic around zero with a Taylor series expansion comprising of non-negative
coefficients. Pick functionŝλθ(x) ∈ D andρθ(x) ∈ D that satisfyρθ(1) = 1 and

λ̂θ(1− ρθ(1− x)) = x , ∀x ∈ [0,1) . (8)

Here are two example choices of such functions:
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1. Heavy-Tail Poisson Distribution [16], dubbed “Tornado sequence” in the
literature. Here we take

λ̂θ(x) =
− ln(1− x)
θ

=
1
θ

∞∑
i=1

xi

i
, and

ρθ(x) = eθ(x−1) = e−θ
∞∑

i=0

θi xi

i!
.

2. Check-concentrated degree distribution [28]. Here forθ ∈ (0,1) so that 1/θ
is an integer, we take

λ̂θ(x) = 1− (1− x)θ =
∞∑

i=1

(
θ

i

)
(−1)i−1xi , and

ρθ(x) = x1/θ .

Let λ̂(N)
θ (x) be the function consisting of the firstN terms (up to thexN−1 term)

of the Taylor series expansion ofλ̂θ(x) around zero, and define the normalized

functionλ(N)
θ (x) =

λ̂(N)
θ (x)

λ̂(N)
θ (1)

(for large enoughN, λ̂(N)
θ (1) > 0, and so this polynomial

has positive coefficients). For suitable parametersN, θ, the pair (λ(N)
θ , ρθ) will be

our candidate degree distribution pair.10 The non-negativity of the Taylor series
coefficients ofλ̂θ(x) implies that forx ∈ [0,1], λ̂θ(x) ≥ λ(N)

θ (x), which together
with (8) gives

x = λ̂θ(1− ρθ(1− x)) ≥ λ̂(N)
θ (1− ρθ(1− x)) = λ̂(N)

θ (1)λ(N)
θ (1− ρθ(1− x)) .

By the characterization of the threshold in Lemma 6, it follows thatαMP(λ(N)
θ , ρθ) ≥

λ̂(N)
θ (1). Note that the designed rate equals

r = r(λ(N)
θ , ρθ) = 1−

∫ 1

0
ρθ(z)dz∫ 1

0
λ(N)
θ (z)dz

= 1− λ̂(N)
θ (1)

∫ 1

0
ρθ(z)dz∫ 1

0
λ̂(N)
θ (z)dz

.

Therefore, given a target erasure probabilityα, to communicate at rates close
to capacity 1− α, the functionŝλ(N)

θ andρθ must satisfy

λ̂(N)
θ (1) ≈ α and

∫ 1

0
ρθ(z)dz∫ 1

0
λ̂(N)
θ (z)dz

→ 1 asN→ ∞ . (9)

10If the power series expansion ofρθ(x) is infinite, one can truncate it at a sufficiently high term
and claimed bound on threshold still applies. Of course for the check-concentrated distribution,
this is not an issue!
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For example, for the Tornado sequence,λ̂(N)
θ (1) = 1

θ

∑N−1
i=1

1
i =

H(N−1)
θ

where
H(m) is the Harmonic function. Hence, pickingθ = H(N−1)

α
ensures that the thresh-

old is at leastα. We have
∫ 1

0
λ̂(N)
θ (z)dz = 1

θ

∑N−1
i=1

1
i(i+1) =

N−1
θN , and

∫ 1

0
ρθ(z)dz =

1−e−θ

θ
. Therefore,

∫ 1
0 ρθ(z)dz∫ 1

0 λ̂
(N)
θ (z)dz

= (1− e−H(N−1)/α)(1− 1/N)→ 1 asN→ ∞, as desired.

Thus the degree distribution pair is explicitly given by

λ(N)(x) =
1

H(N − 1)

N−1∑
i=1

xi

i
, ρ(N)(x) = e

H(N−1)
α (x−1) .

Note that pickingN ≈ 1/ε yields a rate (1− ε)α for reliable communication
on BECα. The average variable node degree equals1∫ 1

0 λ
(N)(z)dz

≈ H(N − 1) ≈ ln N.

Therefore, we conclude that we achieve a rate within a multiplicative factor (1−ε)
of capacity with decoding complexityO(n log(1/ε)).

For the check-concentrated distribution, if we want to achieveαMP(λ(N)
θ , ρθ) ≥

α and a rater ≥ (1 − ε)α, then it turns out that the choiceN ≈ 1/ε and
1/θ = d ln N

− ln(1−α)e works. In particular, this means that the factor graph has at
most O(n log(1/ε)) edges, and hence the “Peeling decoder” will again run in
O(n log(1/ε)) time.

One might wonder that among the various capacity achieving degree distribu-
tions that might exist for the BEC, which one is the “best” choice? It turns out that
in order to achieve a fraction (1− ε) of capacity, the average degree of the factor
graph has to beΩ(ln(1/ε)). This is shown in [26] using a variant of Gallager’s
argument for lower bounding the gap to capacity of LDPC codes. In fact, rather
precise lower bounds on the sparsity of the factor graph are known, and the check-
concentrated distribution is optimal in the sense that it matches these bounds very
closely; see [26] for the detailed calculations.

In light of the above, it might seem that check-concentrated distributions are
the final word in terms of the performance-complexity trade-off. While this is true
in this framework of decoding LDPC codes, it turns out by using more compli-
cated graph based codes, called Irregular Repeat-Accumulate Codes, even better
trade-offs are possible [21]. We will briefly return to this aspect in Section 7.

6.6 Extensions to channels with errors

Spurred by the remarkable success of [16] in achieving capacity of the BEC, Luby
et al [17] investigated the performance of irregular LDPC codes for the BSC.

In particular, they considered the natural extension of Gallager’s Algorithm
B to irregular graphs, where in iterationi, a variable node of degreej uses a
thresholdbi, j for flipping its value. Applying essentially the same arguments as in
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Section 5.3.2, but accounting for the degree distributions, one gets the following
recurrence for the expected fractionp` of incorrect variable-to-check messages in
the`’th iteration:

pi+1 = p0 − p0

dmax
v∑
j=1

j∑
t=bi+1, j

(
j−1
t

) (1+ ρ(1− 2pi)
2

)t (1− ρ(1− 2pi)
2

) j−1−t

+ (1− p0)
dmax

v∑
j=1

j∑
t=bi+1, j

(
j−1
t

) (1+ ρ(1− 2pi)
2

) j−1−t (1− ρ(1− 2pi)
2

)t

As with the regular case, the cut-off valuebi+1, j can then be chosen to minimize
the value ofpi+1, which is given by the smallest integer for which

1− p0

p0
≤

(
1+ ρ(1− 2pi)
1− ρ(1− 2pi)

)2bi+1, j− j+1

.

Note that 2bi+1, j − j + 1 = bi+1, j − ( j − 1 − bi+1, j) equals the difference between
the number of check nodes that agree in the majority and the number that agree
in the minority. Therefore, a variable node’s decision in each iteration depends on
whether this difference is above a certain threshold, regardless of its degree.

Based on this, the authors of [17] develop a linear programming approach
to find a goodλ given a distributionρ, and use this to construct some good de-
gree distributions. Then using the above recurrence they estimate the theoreti-
cally achievable threshold crossover probability. Following the development of
the density evolution algorithm to track the performance of belief propagation de-
coding [23], the authors of [22] used optimization techniques to find good irreg-
ular degree distributions for belief propagation decoding. The BIAWGN channel
was the primary focus in [22], but the authors also list a few examples that demon-
strate the promise of the techniques for other channels. In particular, for the BSC
with rate 1/2, they report a degree distribution pair with maximum variable node
degree 75 and check-node distributionρ(x) = 0.25x9+0.75x10 for which the com-
puted threshold is 0.106, which is quite close to the Shannon capacity limit 0.11.
The techniques were further refined and codes with rate 1/2 and a threshold of
σ∗ ≈ 0.9781 (whose SNR is within 0.0045 dB of capacity) were reported for the
BIAWGN in [3] — these codes use only two different check node degreesj, j + 1
for some integerj ≥ 2.

7 Linear encoding time and Repeat-Accumulate
Codes

The linear decoding complexity of LDPC codes is one of their attractive features.
Being linear codes, they generically admit quadratic time encoding. In this sec-
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tion, we briefly discuss how the encoding complexity can be improved, and give
pointers to where results in this vein can be found in more detail.

The original Tornado codes paper [16] achieved linear time encoding using a
cascade of several low-density generator matrix (LDGM) codes. In LDGM codes,
the “factor” graph is actually used to compute actual check bits from thek message
bits (instead of specifying parity checks that the codeword bits must obey). Due
to the sparse nature of the graph, the check bits can be computed in linear time.
These check bits are then used as message bits for the next layer, and so on, till the
number of check bits becomesO(

√
k). These final set of check bits are encoded

using a quadratic time encodable linear code.

We now mention an alternate approach to achieve linear time encoding for
LDPC codes themselves (and not a cascaded variant as in [16]), based on finding
a sparse parity check matrix with additional nice properties. LetH ∈ Fm×n

2 be the
parity check matrix of an LDPC code of dimensionn−m. By means of row and
column operations, we can convertH into a form H̃ where the lastm columns
are linearly independent, and moreover them×msubmatrix consisting of the last
m columns is lower triangular (with 1’s on the diagonal). UsingH̃, it is a simple
matter of “back-substitution” to compute themparity bits corresponding to then−
m information bits (the encoding issystematic). The complexity of this encoding
is governed by the number of 1’s iñH. In general, however, when we begin with
a sparseH, the resulting matrixH̃ is no longer sparse. In a beautiful paper [24],
Richardson and Urbanke propose finding an “approximate” lower triangulation
of the parity check matrix that is still sparse. The idea is to make the top right
(m − g) × (m − g) corner of the matrix lower triangular for some small “gap”
parameterg. The encoding can be done inO(n + g2) time, which is linear if
g = O(

√
n). Remarkably, for several distribution pairs (λ, ρ), including all the

optimized ones listed in [22], it is shown in [24] that, with high probability over
the choice of the code from the ensembleLDPC(n, λ, ρ), a gap ofO(

√
n) can in

fact be achieved, thus leading to linear encoding complexity!

Yet another approach to achieve linear encoding complexity that we would
like to focus on (as it has some additional applications), is to use Irregular Repeat-
Accumulate (IRA) codes. IRA codes were introduced by Jin, Khandekar and
McEliece in [15], by generalizing the notion of Repeat-Accumulate codes from
[4] in conjunction with ideas from the study of irregular LDPC codes.

IRA codes are defined as follows. Let (λ, ρ) be a degree distribution pair. Pick
a random bipartite graphG with k informationnodes on left (with a fractionλi of
the edges being incident on information nodes of degreei), andn > k checknodes
on the right (with a fractionρi of the edges incident being incident on check nodes
of degreei). Actually, it turns out that one can pick the graph to be regular on
the check node side and still achieve capacity, so we can even restrict ourselves



92 92

92 92

BEATCS no 90 THE EATCS COLUMNS

84

to check-degree distributions given byρa = 1 for some integera. UsingG, the
encoding of the IRA code (of dimensionk and block lengthn) proceeds as follows:

• Place thek message bits on thek information nodes.

• For 1 ≤ i ≤ n, at thei’th check node, compute the bitvi ∈ {1,−1} which
equals the parity (i.e., product, in±1 notation) of the message bits placed
on its neighbors.

• (Accumulation step) Output the codeword (w1,w2, . . . ,wn) where w j =∏ j
i=1 vi. In other words, we accumulate the parities of the prefixes of the

bit sequence (v1, v2, . . . , vn).

Note that the encoding takesO(n) time. Each of the check nodes has constant
degree, and thus thevi ’s can be computed in linear time. The accumulation step
can then be performed using additionalO(n) operations.

It is not hard to show that the rate of the IRA code corresponding to a pair

(λ, ρ) as defined above equals
∫ 1
0 λ(z)dz∫ 1
0 ρ(z)dz

.

A natural iterative decoding algorithm for IRA codes is presented and ana-
lyzed in [4] (a description also appears in [21]). The iterative algorithm uses a
graphical model for message passing that includes the above bipartite graphG
connecting information nodes to check nodes, juxtaposed with another bipartite
graph connecting the check nodes ton codenodes labeledx1, x2, . . . , xn. In this
graph, which is intended to reflect the accumulation process, code nodexi for
1 ≤ i < n is connected to thei’th and (i + 1)’th check nodes (ones wherevi , vi+1

are computed), and nodexn is connected to the check node wherevn is computed.
It is proved (see [21, Sec. 2]) that for the abovenon-systematicIRA codes, the

iterative decoding onBECα converges to vanishing bit-erasure probability as the
block lengthn→ ∞, provided

λ

1− [
1− α

1− αR(1− x)

]2

ρ(1− x)

 < x ∀x ∈ (0,1] . (10)

In the aboveR(x) =
∑∞

i=1 Ri xi is the power series whose coefficientRi equals the
fraction of check nodes that are connected toi information nodes inG. Recalling

(5), we haveR(x) =
∫ x
0 ρ(z)dz∫ 1
0 ρ(z)dz

.

Using the above characterization, degree distribution pairs (λ, ρ) for IRA codes
that achieve the capacity of the BEC have been found in [4, 27].11 In particular, we

11Actually, these papers work with asystematicversion of IRA where the codeword includes
the message bits in addition to the accumulated check bitsx1, . . . , xn. Such systematic codes have

rate equal to

(
1+

∫ 1

0
ρ(z)dz∫ 1

0
λ(z)dz

)−1

, and the decoding success condition (10) for them is slightly different,

with a factorα multiplying theλ(·) term on the left hand side.
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want to draw attention to the construction in [21] withρ(x) = x2 that can achieve a
rate of (1−ε)(1−α), i.e., within a (1−ε) multiplicative factor of the capacity of the
BEC, forα ∈ [0,0.95].12 Sinceρ(x) = x2, all check nodes are connected to exactly
3 information nodes. Together with the two code nodes they are connected to,
each check node has degree 5 in the graphical model used for iterative decoding.
The total number of edges in graphical model is thus 5n, and this means that the
complexity of the encoder as well as the “Peeling” implementation of the decoder
is at most 5n. In other words, the complexity per codeword bit of encoding and
decoding is bounded by an absolute constant, independent of the gapε to capacity.

8 Summary

We have seen that LDPC codes together with natural message-passing algorithms
constitute a powerful approach for the channel coding problem and to approach
the capacity of a variety of channels. For the particularly simple binary erasure
channel, irregular LDPC codes with carefully tailored degree distributions can
be used to communicate at rates arbitrarily close to Shannon capacity. Despite
the impressive strides in the asymptotic analysis of iterative decoding of irregular
LDPC codes, for all nontrivial channels except for the BEC, it is still unknown
if there exist sequences of degree distributions that can get arbitrarily close to the
Shannon limit. By optimizing degree distributions numerically and then comput-
ing their threshold (either using explicit recurrences or using the density evolu-
tion algorithm), various rather excellent bounds on thresholds are known for the
BSC and BIAWGN. These, however, still do not come close to answering the big
theoretical open question on whether there are capacity-achieving ensembles of
irregular LDPC codes (say for the BSC), nor do they provide much insight into
their structure.

For irregular LDPC codes, we have explicit sequences ofensemblesof codes
that achieve the capacity of the BEC (and come pretty close for the BSC and the
BIAWGN channel). The codes themselves are not fully explicit, but rather sam-
pled from the ensemble. While the concentration bounds guarantee that almost
all codes from the ensemble are likely to be good, it may still be nice to have an
explicit family of codes (rather than ensembles) with these properties. Even for
achieving capacity of the BEC, the only known “explicit” codes require a brute-
force search for a rather large constant sized code, and the dependence of the
decoding complexity on the gapε to capacity is not as good as for irregular LDPC
ensembles. For the case of errors, achieving a polynomial dependence on the gap
ε to capacity remains an important challenge.

12The claim is conjectured to hold also forα ∈ (0.95,1).
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Fairness is an important concept that appears repeatedly in various forms in
different areas of computer science, and plays a crucial role in the semantics
and verification of reactive systems. Entire books are devoted to the notion
of fairness—see, for instance, the monograph by Nissim Francez published
in 1986—, and researchers in our community have painstakingly developed
a taxonomy of various fairness properties that appear in the literature, such
as unconditional fairness, weak fairness, strong fairness, and so on. This
research is definitely important in light of the plethora of notions of fairness
that have been proposed and studied in the literature.

But when is a temporal property expressing a fairness requirement? The
authors of this column have recently developed a very satisfying answer to
this fundamental question by offering three equivalent characterizations of
“fairness properties” in the setting of linear-time temporal logic: a language-
theoretic, a topological, and a game-theoretic characterization. This survey
discusses these recent results in a very accessible fashion, and provides also
a beautiful link between the study of fairness and classic probability theory.

I trust that you will enjoy reading it as much as I did. It is not often that one
sees notions and results from several areas of mathematics and computer
science combine so well to offer a formalization of a concept that confirms our
intuition about it.
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Abstract

We define when a linear-time temporal property is afairness property
with respect to a given system. This captures the essence that is shared by
most fairness assumptions that are used in the specification and verification
of reactive concurrent systems, such as weak fairness, strong fairness,k-
fairness, and many others. We give three characterisations for the family
of all fairness properties: a language-theoretic, a topological, and a game-
theoretic characterisation. It turns out that the fairness properties are the
“large” sets from a topological point of view, i.e., they are theco-meager
sets in the natural topology of runs of a given system. This insight provides
a link to probability theory where a set is “large” when it has measure 1.
While these two notions of largeness are very similar, they do not coincide
in general. However, we show that they coincide forω-regular properties
and bounded Borel measures. That is, anω-regular temporal property of a
finite-state system has measure 1 under a bounded Borel measure if and only
if it is a fairness property with respect to that system.

1 Introduction

When we model a concurrent system, we often make use ofnondeterminism. Non-
determinism abstracts away from different scheduling policies or differences in
speed of different parts of the system. Also, if we consider reactive systems, we
use nondeterminism to allow different possible interactions with the environment.
Furthermore, nondeterminism is used to model freedom of implementation.

A specification for a nondeterministic model of a system must allow several
different behaviours. Specifications can thus be seen as sets of behaviours. We
then say that a model satisfies the specification if all possible behaviours of the
model belong to the specification.

Examples of specifications aresafetyand liveness. A safety specification in-
formally requires that “some finite bad thing does not happen”. If a behaviour
violates the safety specification, we can recognise this in finite time. Once the
“bad thing” has happened, any extension of the behaviour will violate the safety
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specification. A liveness specification informally requires that “some (possibly
infinite) good thing will eventually happen”. No finite behaviour should violate
the specification, and therefore at any finite time we still have the possibility to
eventually obtain a behaviour that belongs to the liveness specification.

When a model does not satisfy the specification, this can happen for several
reasons. The model could be flawed and should be redesigned or the specification
could be incorrect. Often, however, some behaviour of the model is not allowed
by the specification, but such behaviour is “unlikely” to happen. How do we
formalise this notion of unlikelihood?

We introduce nondeterminism to abstract away from some details of the imple-
mentation, but in some cases we may be abstracting away too much. For instance,
if the nondeterminism is used to abstract away from scheduling policies, we could
introduce some behaviour that no concrete scheduling policy would allow. The
interaction with the environment can also be considered as a form of scheduling.
Also in this case, some patterns of interaction may be allowed by the model, but
they might not be happening in practice. This is a first sense in which a behaviour
is unlikely.

To deal with this problem, we make use offairness assumptions. Informally,
a fairness assumption is an abstract description of a class of schedulers (or en-
vironments). A fairness assumption is a set of behaviours that are considered to
be “fair”. A model satisfies a specification under a fairness assumption, if all
behaviours of the model that violate the specification are “unfair”.

When can a set of behaviours be considered a fairness assumption? Infor-
mally, a scheduler is fair with respect to some (finite) behaviour if, whenever the
behaviour is sufficiently often possible, then the scheduler guarantees it to happen
sufficiently often. But how do we characterise this intuition formally? How do we
formalise “possible”, and “sufficiently often”? We will present, by means of ex-
amples, different degrees of “possible” and “sufficiently often”. We will then show
a formal characterisation of fairness that subsumes all the examples we present.

Another possible formalisation of unlikelihood is by means of probability the-
ory. If the set of behaviours is endowed with a probability measure, we say that
a set of behaviours is unlikely, if its probability is 0. In this sense a model satis-
fies a specification, if the set of the behaviours that violate the specification has
probability 0.

We will compare this notion of probabilistic unlikelihood with the above no-
tion of fairness, observing the similarities and the differences.

2 Examples of Fairness

We will show here some simple examples of the use of fairness assumptions.
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2.1 Maximality

Consider the following system (Fig. 1), represented as a safe Petri net.

a

A B

b

Figure 1: A simple process

As such, the system only says what can and what cannot happen. It does not
say that something must happen at all. To say that something must happen, we
can use the maximality assumption, which says that the system does not arbitrarily
stop the computation. More precisely, a run (i.e., firing sequence) ismaximalif it
is infinite or if its final state does not enable any transition of the system. In the
considered system, this means that after everya, there must be ab and that after
everyb, there must be ana. This leaves only the run (ab)ω, which is the unique
maximal run of the system. Therefore, the system satisfies the property “infinitely
oftena” under the maximality assumption.

2.2 Weak fairness

Consider now the following system (Fig. 2) and assume maximality.

a

A B

b

c

C D

d

Figure 2: Two independent processes

Then, that system does not satisfy “infinitely oftena” because the maximal
run (cd)ω does not. Although the overall system does not stop in this run, one of
its components does.

In order to rule out such a behaviour, we assumeweak fairness[15]. A run is
weakly fairwith respect to transitiont if t is taken infinitely often ort is always
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eventually disabled. Therefore, the maximal run (cd)ω is not weakly fair with re-
spect toa. The system does in fact satisfy “infinitely oftena” under weak fairness
with respect toa andb.

Weak fairness with respect to all transitions is strictly stronger than maximal-
ity.

2.3 Strong fairness

In the next system below (Fig. 3), weak fairness is not sufficient to establish “in-
finitely oftena” because the run (cd)ω is weakly fair with respect to all transitions
of the system. In particular, it is weakly fair with respect toa becausea is always
eventually disabled.

a

A B

b

c

C D

d

Figure 3: Two processes sharing a resource

However, we can consider (cd)ω unfair with respect toa becausea is infinitely
often enabled but never taken. This kind of unfairness is captured by the notion
of strong fairness[15]. A run is strongly fair with respect to a transitiont if t
is taken infinitely often ort is eventually always disabled. Strong fairness with
respect toa and weak fairness with respect tob then establish “infinitely oftena”
in the system.

Strong fairness is obviously stronger than weak fairness.

2.4 k-Fairness

In the next system below (Fig. 4), strong fairness with respect to all transitions
fails to establish “infinitely oftene”, because the run (abcd)ω violates it but is
strongly fair. In particular, it is strongly fair with respect toe becausee is never
enabled.

Among the fairness notions that establish “infinitely oftene”, there is the no-
tion of strong k-fairness[8] for k ≥ 1. A run is strongly k-fairwith respect to
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a

A B

b

c

C D

d

e

Figure 4: Two processes sharing an action

transitiont if t is infinitely often taken ort is eventually neverk-enabled, wheret
is k-enabledin a states if there is a path of the system of length not more thank
that starts ins and ends in a state that enablest. Weak fairness for all transitions
and strong 1-fairness fore indeed establish “infinitely oftene”.

Strong (k + 1)-fairness is clearly stronger than strongk-fairness, and strong
0-fairness coincides with strong fairness.

Remark. The “unfairness” arising in the system in Fig. 4 is also known from
the variant of the Dining Philosophers in which a philosopher picks up both his
forks at the same time to eat. There, a philosopher may starve because his two
neighbours “conspire” against him by eating alternately in such a way that his two
forks are never available at the same time. Note that transitione in Fig. 4 needs
two resources (B andC) at the same time. There are fairness notions that better
capture the “unfairness” in this example (cf. [5, 25, 26]). However, we do not
introduce them in detail here.

2.5 ∞-Fairness

Consider now the following infinite-state system (Fig. 5).

0-1 1

a0

b0

a1

b-1

...

...

...

...

Figure 5: A nondeterministic walk on the integer line

Suppose we are interested here in the property “state 0 is visited infinitely
often”. This property is not established by strongk-fairness for anyk because
the diverging runa1a2 . . . is stronglyk-fair with respect to any transition for any
k ≥ 0. However, we can use the stronger notion ofstrong∞-fairness[8]. A run
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is strongly∞-fair with respect to a transitiont, if t is infinitely often taken ort is
eventually never∞-enabled, wheret is ∞-enabledin a states if there is a path
of the system (of any length) that starts ins and ends in a state that enablest. It
is easy to see that∞-fairness with respect toa0 andb0 establishes the required
specification.

2.6 Fairness with respect to words

While strong∞-fairness with respect to transitions is very strong, there are still
some useful specifications that are not established by it. As an example, consider
the following system and the specification “the finite wordba of transitions oc-
curs infinitely often”. The run (abcd)ω does not satisfy the specification but it
is strongly∞-fair with respect to every transition, since every transition is taken
infinitely often in this run. In such a case, we can extend the above fairness no-
tions and define them with respect to finite words of transitions rather than with
respect to a single transition only. For example, we can see that strong fairness
with respect to the wordbaestablishes the specification considered above.

a

A B

b d

c

C

Figure 6: A recurrent free choice

2.7 Other examples

Another remarkable notion isequifairness[9]. Equifairness with respect toa and
c in Fig. 6 prescribes that each fair run has infinitely many positions such that the
number of previous occurrences ofa equals the number of previous occurrences
of c.

Fairness notions that were developed for the verification of randomised sys-
tems areextreme fairness[21] andα-fairness[16]. There are many more fairness
notions in the literature, which we cannot all mention here. Overviews can be
found in [9, 11, 4, 10, 14].
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3 Formal Setting

Most researchers would agree that the above are all examples of fairness assump-
tions. The intuitive reason is that in all cases, we consider a run to be fair if
whenever some transition (or some sequence of transitions) is sufficiently often
possible, then it is sufficiently often executed.

This intuitive explanation lacks precision. What is the most general sense of
“sufficiently often”? What do we mean by “possible”? Can we consider a notion
more general than “transition”? In order to answer these questions, we need first
to describe a precise formal setting.

3.1 Systems and runs

Let Σ be a countable set ofstates. Σ∗ andΣω denote the set of finite, and infinite
sequences overΣ respectively. The set of all sequencesΣ∗ ∪ Σω is denoted as
Σ∞. We use the symbolsα, β for denoting finite sequences, andx, y for arbitrary
sequences. The length of a sequencex is denoted by|x| (= ω if x is infinite).
Concatenation of sequences is denoted by juxtaposition;v denotes the usualprefix
order on sequences. Given a setX of sequences, we denote by max(X) the set
of maximal elements ofX under the prefix order. Byx↑ = {y | x v y} and
x↓ = {y | y v x} we denote the set of allextensionsandprefixesof a sequence
x respectively. The least upper bound of a sequence (αi)i=0,1,... of finite sequences
whereαi v αi+1 is denoted by supi αi. For a sequencex = s0, s1, . . . and a position
i where 0≤ i < |x| of x, xi denotes thei-th prefixs0, . . . , si of x.

A system Mis a tuple〈Σ,R⊆ Σ × Σ, Σ0 ⊆ Σ〉, whereR is a transition relation
between states, andΣ0 is a set ofinitial states. The system isfinite if Σ is. A
path of a systemM is a sequence inΣ∞ that starts in an initial state and every
two consecutive states are in the transition relation. The set of all paths ofM is
denoted byL(M).

3.2 Temporal properties

A temporal property(property for short) is a set of sequencesE ⊆ Σ∞. We say
thatE is finitary if E ⊆ Σ∗ andE is infinitary if E ⊆ Σω. Furthermore,

• E is downward-closedif x ∈ E andy v x impliesy ∈ E.

• E is completeif αi ∈ E for i ∈ N with αi v αi+1 implies supi αi ∈ E.

We say that some sequencex satisfiesa propertyE if x ∈ E, otherwise we say that
x violates E.
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A propertyS is asafety propertyif for any sequencex violatingS, there exists
a finite prefixα of x that violatesS and each extension of a sequence violatingS
violatesS as well, i.e.:

∀x < S : ∃α v x : α↑ ∩ S = ∅.

Equivalently, a property is a safety property precisely when it isdownward-closed
and complete. We can think of a safety propertyS as a tree where nodes are
labelled with elements ofΣ such thatS is the set of all labelled paths starting in
the root of the tree. The setL(M) is a safety property for each systemM. The set
of all sequencesΣ∞ is also a safety property and can be seen a the set of runs of a
“universal” system.

Consider a safety propertyS and a finite sequenceα ∈ S. A propertyE is
live in α with respect toS, if there exists a sequencex ∈ E ∩ S such thatα v x.
Intuitively, E is live in a finite run of a system if the system has still a chance to
satisfyE in the future1. A propertyE is a liveness property for Sif E is live in
everyα ∈ S∩Σ∗. In this situation we also say that (S,E) is machine-closed[1, 4].
If S = Σ∞, then we simply say thatE is a livenessproperty.

A property isω-regular if it is a property accepted by some Büchi automaton,
or, equivalently a property definable in Monadic Second Order logic (see e.g.
[23]).

Examples. Σ≤k = {α ∈ Σ∗ | |α| ≤ k} is a safety property for eachk ∈ N; Σ∗

andΣω are examples of liveness properties. WhileΣ∗ is a liveness property with
respect to each safety propertyS, Σω is a liveness property with respect toS only
if max(S) ⊆ Σω; max(S) is always a liveness property with respect toS. Σ∞ is the
only property that is a safety as well as a liveness property.

3.3 Topological notions

A topologyon a nonempty setΩ is a familyT ⊆ 2Ω that is closed under union
and finite intersection such thatΩ,∅ ∈ T . The elements ofT are calledopen
sets. A family B ⊆ T is abasefor T if every open setG ∈ T is the union of
members ofB.

The complement of an open set is called aclosed set. The closureof a set
X ⊆ Ω, denoted byX, is the smallest closed set that containsX. A setX is closed
if and only if X = X. A setX is denseif X = Ω. Equivalently, a setX is dense if
for every nonempty open setG, G ∩ X is nonempty. The family of open setsT
is not closed under countable intersection in general: A Gδ set is a set that is the
intersection of countably many open sets.

1While there is life, there is hope.–Cicero
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Given a safety propertyS, theScott topologyonS is the family of setsG ⊆ S
such that

∀x ∈ G : ∃α v x : α↑ ∩ S ⊆ G.

The family{α↑ ∩ S | α ∈ Σ∗} is a basis for the Scott topology. Note that open sets
are generated by finitary propertiesQ by G = Q↑∩S =

⋃
α∈Qα↑∩S, i.e., there is

an exact correspondence between open sets and finitary properties. Open sets can
therefore be interpreted asobservationsthat can be recognised in finite time.

It is easy to verify that safety properties are exactly the closed sets and that
liveness properties are exactly the dense sets of the Scott topology onΣ∞. It is
a general theorem, that in any topological space, any set is the intersection of a
closed and a dense set. Hence every temporal property can be obtained as the
intersection of a safety and a liveness property [2].

Given a safety propertyS, we sometimes concentrate our attention to the set of
maximal (finite or infinite) sequences max(S). Note that, since safety properties
are downward closed, the set of maximal sequences max(S) uniquely identifies
the propertyS, and so we can easily switch between the two points of view.

The restriction of the Scott topology onS to max(S) is the family of sets
(G ∩max(S)) whereG is an open set of the Scott topology onS. The restriction
of the Scott topology to max(Σ∞) = Σω is sometimes called theCantor topology.

4 Fairness Properties

We have now all the preliminary tools to formally define fairness. We will present
characterisations from three different points of view. Moreover, we will present
the properties this notion enjoys.

4.1 First characterisation

In Section 2, we have seen examples of fairness of increasing strength that all
fit the informal pattern “if something is sufficiently often possible, then it is suffi-
ciently often taken”. For example,∞-fairness with respect to a wordw instantiates
“is possible” by “is live” and “something” by “the wordw”. Can we find a more
general notion of fairness without doing violence to our intuition?

In fact, we can by instantiating the generic term “something” as a finitary
propertyQ ⊆ Σ∗ whereQ is “possible” in a finite runα if Q is live in α andQ is
“taken” in α if α ∈ Q. Furthermore, we choose to instantiate “sufficiently often”
as “infinitely often”. Hence we say that a finitary propertyQ is infinitely often
satisfied by a sequencex (or thatQ is recurrentin x) if infinitely many prefixes of
x are inQ.

This gives us the following, strong notion of fairness:
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Definition 1. Consider a safety propertyS ⊆ Σ∞. We say that a maximal sequence
x ∈ max(S) is fair in S with respect to a finitary propertyQ if the following holds:

• if for infinitely many i ∈ N, the propertyQ is live in xi with respect toS ,
then for infinitely manyj ∈ N, xj satisfiesQ.

The set of fair runs inS w.r.t. Q is denoted as fair(S,Q).

Note that every finite maximal run is vacuously fair, asQ cannot be infinitely
often live in a finite run. Note also that a propertyQ is infinitely often live in a
sequencex if and only if it is alwayslive in x, that is if it is live in all prefixes of
x.

Examples. If Q is the set of all finite sequences that end with a given transition
t, then fair(S,Q) is exactly strong∞-fairness with respect tot as introduced in
Section 2.5. This is easily generalised to∞-fairness with respect to a word.

Definition 1 presents the strongest form of fairness we consider with respect
to some finitary propertyQ. That notion could also be called∞-fairnesswith
respect toQ. Any weaker form of fairness, such as strong and weak fairness, can
be obtained by weakening. We thus define that a property is a fairness property if
it containsall fair runs with respect to someQ.

Definition 2. We sayE is a fairness property for Sif there exists a finitary prop-
erty Q such that fair(S,Q) ⊆ E.

The definition easily implies the following observation.

Proposition 3. A property E is a fairness property for S if and only if E∩max(S)
is.

However it is sometimes convenient to consider non-maximal sequences, as
we will discuss in Section 4.3.

Examples. Any property weaker than∞-fairness (such as strongk-fairness etc.)
is a fairness property according to Definition 2.

Therefore all fairness notions introduced in Section 2 generate fairness prop-
erties with respect to a given system. However, could we have chosen a more
general definition? We postpone this discussion to Section 4.5. Before, we will
provide two further independent characterisations.
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4.2 Second characterisation

In the introduction, we argued that unfair runs are unlikely in an intuitive sense.
Alternatively we could say thatmostruns are fair. We will later examine a proba-
bilistic interpretation of “most”. But can we formalise the notion of “most runs”
without using probabilities? It turns out that we can, using topology.

In a topological space, we say that a set isnowhere denseif its closure does not
contain any nonempty open set. For an intuition on nowhere dense sets, imagine
B to be a set of “dirty” points. IfB is a dense set, then it pollutes the whole
topological space: wherever you go in the topological space, you will have some
dirty point in the neighbourhood. IfB is a “somewhere dense” set, then it pollutes
part of the space. There are regions where you will be always near a dirty point,
but possibly also clean neighbourhoods. Finally, ifB is nowhere dense, then every
clean point lives in a clean neighbourhood. Intuitively a nowhere dense set is small
because the rest of the topological space can stay clear of it.

A set ismeager, if it is the countable union of nowhere dense sets. Topolog-
ically, a countable union of small sets is still small. This was observed by the
French mathematician René-Louis Baire, who proved that the unit interval of the
real line cannot be obtained as the countable union of nowhere dense sets. This
result can be thought of as a generalisation of Cantor’s theorem, which states that
the unit interval is not obtained as the countable union of points [19].

The complement of a “small” set is therefore to be thought of as “large”. The
complement of a meager set is calledco-meager(or residual). In many topologies,
including the Scott topology, co-meager sets can be equivalently characterised as
follows:

Proposition 4. In the Scott topology, a set is co-meager if and only if it contains
a denseGδ set.

As announced, co-meager sets are precisely the fairness properties:

Theorem 5. A property E is a fairness property for S if and only if E∩ S is
co-meager in the Scott topology of S .

This point of view formalises the idea that “most” runs are fair. Indeed a
property is a fairness property if (topologically) most runs belong to it.

Examples. The set of maximal sequences max(S) of a safety propertyS can
be obtained as the intersection

⋂
n∈N Xn, whereXn is the set of sequences that are

maximal or are longer thann. All such Xn are open in the Scott topology. This
shows that maximality is a Gδ set. We already stated that max(S) is dense, i.e., a
liveness property w.r.t.S, hence it is a fairness property.
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4.3 Third characterisation

In the 1930ies, a group of Polish mathematicians would meet in a cafe, called the
Scottish Café, in the now Ukrainian city of L’viv. During these meetings, they
were posing each other problems and seeking the solution together. The minutes
of these meetings were kept by the landlord and some of them were published
later [18].

One of the problems, posed by Stanisław Mazur, and solved by him together
with Stefan Banach involves the following game2, since known as theBanach-
Mazurgame.

Let S be a safety property, andE any property. The gameG(S,E) is played
by the two players calledAlter andEgo. The state of a play is a finite sequence
of S. At every move one player extends the current sequence by a finite, possibly
empty sequenceαi yielding the sequenceα0 . . . αi ∈ S. Alter has the first move.
The play goes on forever converging to a finite sequenceα or infinite sequencex
in S. Ego wins ifx ∈ E (resp.α↑ ⊆ E), otherwise Alter wins.

A strategyis a mappingf : Σ∗ → Σ∗ such that for eachα ∈ S, we have
α f (α) ∈ S. A strategyf is winningfor playerP, if for each strategyg of the other
player,P wins the play that results fromP playing according tof and the other
player playing according tog.

The question Mazur posed was: how do we characterise the sets for which
Ego has a winning strategy? The answer is in the following theorem.

Theorem 6. Ego has a winning strategy for the game G(S,E) if and only if E∩S
is co-meager in the Scott topology on S .

Which obviously implies

Theorem 7. A set E is a fairness property for S if and only if Ego has a winning
strategy for the game G(S,E).

Note that, by Proposition 3, it is not restrictive to consider just target setsE
that contain only maximal runs.

The intuition behind this characterisation is that, while fairness restricts the
allowed behaviour, it should not restrict it too much. Ego, who wants to produce
a fair run, can enforce some (live) choice to be taken infinitely often while she
cannot prevent other choices being taken infinitely often (by Alter).

Examples. We can use Theorem 7 to prove that fair(S,Q) is a fairness property.
WhenQ is not live inα, Ego does nothing. Otherwise, Ego extends to a finite
sequence inQ. This is clearly a winning strategy for Ego for the target fair(S,Q).

2The original definition is slightly different and formulated in a different context: see also
[19, 7, 20].
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Theorem 7 can also be used to prove that a property isnot a fairness property.
Consider the systemM of Section 2.2, and consider the setX of infinite runs of
M that have the suffix (cd)ω. The setX is a liveness but not a fairness property
for that system. Ego does not have a winning strategy for the gameG(L(M),X),
because indeed Alter has a winning strategy: when it is his turn, Alter should
just run the left-hand side component of the system, making sure that there are
infinitely manya’s andb’s in the resulting sequence.

In the above example, we have shown that Ego does not have a winning strat-
egy by showing that Alter has a winning strategy. A set for which one of the two
players has a winning strategy is calleddeterminate. The class of determinate
properties is quite large. AllBorel sets3 are determinate [7], of whichω-regular
properties constitute, in a sense, a very simple subclass [23]. In order to show the
existence of an indeterminate set, one needs the axiom of choice.

4.4 Characteristics of fairness

We have described the same class of properties from three different points of view.
We now state some characteristics of this class.

The characteristics we are going to list intuitively confirm our intuition on
co-meagerness as “largeness”. To help the intuition we will write “large” for co-
meager, and “small” for meager. We will call a setintermediateif it is neither
large nor small.

1. If a set is large, its complement is not.

2. Any superset of a large set is large.

3. The intersection of countably many large sets is large.

4. Intersection with a large set preserves size, i.e, ifA is large andB is small
(resp. intermediate, large), thenA∩ B is small (resp. intermediate, large).

5. WhenS is uncountable, every countable set is small, but there are also
uncountable sets that are small.

6. Every large set is dense.

Property (6) says that for every fairness propertyE for S, the pair (S,E) is
machine-closed, a property that has been described as the main feature of fairness

3The smallest family of sets that contains the Scott open sets and that is closed under comple-
ment and countable union.
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by Apt, Francez, and Katz [4] and by Lamport [14]. Property (3) is important
for modular specification. Fairness is usually imposed componentwise to the sys-
tem (with respect to different transitions or processes); (3) assures that the overall
fairness assumption, i.e., the intersection of all fairness assumptions for the com-
ponents is again a fairness assumption.

4.5 Canonicity of the notion

How canonical is our definition of fairness? The fact that it has three independent
characterisations makes this notion interesting. But could there be a more liberal
definition of fairness?

Roughly, the answer is no if we insist on (3) and (6) in Section 4.4 above.
More precisely:

Theorem 8. Fairness is a maximal class of dense determinate properties that is
closed under finite intersection.

5 Probabilities

We have argued that unfair runs should be unlikely. We have shown a topologi-
cal view of likelihood. A more common interpretation, however, is by means of
probability theory. In this section we present this point of view. We show that
probabilistic and topological likelihood are in general different notions, but that
under some reasonable conditions, they in fact coincide.

5.1 Definitions

First we recall the standard setting of how probability is adjoined to systems.
A σ-algebraover a nonempty setX is a familyA of subsets ofX that contains

the empty set and is closed under complementation and countable union. Given a
topology, theBorelσ-algebra of the topology is the smallestσ-algebra that con-
tains the open sets. Aprobability measureon aσ-algebraA overX is a function
µ : A → [0,1] such thatµ(X) = 1 and for any sequence of pairwise disjoint sets
(Yi)i∈N, µ(

⋃
i∈N Yi) =

∑
i∈N µ(Yi). A Borel probability measure of a topology is a

probability measure over the Borelσ-algebra of the topology. Given a probability
measureµ onA , and two setsA, B ∈ A , theprobability of A conditional to B, is
defined asµ(A | B) = µ(A∩ B)/µ(B).

Given a safety propertyS, consider a Borel probability measureµ over the
restriction of the Scott topology to max(S). We say thatµ is a Markov measure
whenµ(αss′↑ | αs↑) = µ(βss′↑ | βs↑) for all α, β ∈ S ∩ Σ∗ and s, s′ ∈ Σ. We
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say thatµ is positiveif µ(α↑) > 0 for eachα ∈ S, µ is said to beboundedif there
exists ac > 0 such thatµ(αs↑ | α↑) > c for eachαs ∈ S. A Borel setX ⊆ max(S)
is µ-large (or probabilistically largewhenµ is understood from the context) if
µ(X) = 1.

Example. Given a finite systemM, consider a Markov chain onΣ that assigns
positive probabilities to transitions iff they belong toR. This generates a Markov
bounded measure on max(L(M)).

5.2 Similarities and differences

Topological and probabilistic largeness are very similar notions. Oxtoby’s classic
book [19] is devoted to study these similarities. For instance all the properties
characterising topological largeness described in Section 4.4 are valid also for
probabilistic largeness4.

Despite all the common properties, the two notions do not coincide in general:
in fact there are sets that are topologically large but not probabilistically large as
well as sets where it is the other way around.

As an example, consider the system in Fig. 5 in Section 2.5 together with
the Markov measure such that eachai has probabilityp , 1/2 and eachbi has
probability 1−p, i.e., we are looking at an asymmetric random walk on the integer
line. It is well-known that the propertyX1 = “state 0 is visited infinitely often” has
probability 0. However, it is topologically large asX1 is established by∞-fairness
as discussed in Section 2.5. Note that there is also a simple winning strategy for
Ego.

We can also reformulate the above example in a finite-state system: Consider
the system in Fig. 6 in Section 2.6 together with the Markov measure such that
a has probabilityp , 1/2 andc has probability 1− p. Then, equifairness (cf.
Sect. 2.7), i.e.,X2 = “the number of previousa’s equals the number of previous
c’s infinitely often” has probability 0 but is topologically large. (Ego’s winning
strategy consists in evening up the count of the letters.)

5.3 Coincidence theorem

In light of the above examples, it was quite surprising to discover that under not
very restrictive hypotheses, the two notions of largeness in fact coincide.

The restrictions we have to impose are the following: we restrict our attention
to ω-regular properties on finite systems, and we need to consider only bounded

4Property (6) is valid for most probability measures.
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measures. Note that all properties that can be described using standard temporal
logics such as LTL areω-regular.

In the first counterexample above, the system is infinite. In the second coun-
terexample, we consider a bounded measure over a finite system, but the property
X2 is notω-regular.

Theorem 9. Let M be a finite system,µ a bounded Borel measure onmax(L(M)),
and X anω-regular property. Then X is topologically large in L(M) if and only if
X is alsoµ-large.

The key observation behind the proof is that, forω-regular properties on fi-
nite systems, if Ego has a winning strategy, then she has a memoryless winning
strategy [7]. Another important fact is here that, eachω-regular propertyX is
determinate, as already stated in Section 4.3. For the details of the proof see [24].

5.4 Consequences

The above coincidence result has several pleasing consequences. First, it implies
that forω-regular properties, probabilistic scheduling is “fair enough”, i.e., each
ω-regular fairness property has probability 1 under such scheduling.

Secondly, the result can be applied to model checking. On the one hand,
we can use qualitative probabilistic model checking techniques to decide whether
there exists a fairness assumption under which a given system satisfies its linear-
time specification. On the other hand, we can use the three characterisations of
fairness to further our understanding of probabilistic model checking. We refer
the interested reader to our paper [24].

Thirdly, the above result gives a rather nice proof of the folk theorem that “in
qualitative probabilistic model checking the actual probability values do not mat-
ter”. It has been long well known that a system satisfies anω-regular specification
with probability 1 regardless of what the precise probabilities associated to the
local choices are. Theorem 9 is a formalisation of this intuition and allows us to
reason about properties having probability 1 without mentioning probabilities at
all.

6 Historical Remarks

While safety and liveness have had a formal characterisation for a long time–
given by Lamport [13] and Alpern and Schneider [2]–there was no satisfactory
characterisation of fairness. Apt, Francez, and Katz [4] gave three criteria that
each fairness assumption should meet. Among them, machine-closure5 is the most

5Calledfeasibility in [4].
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prominent. Lamport [14] reviewed their criteria and argues that fairness should
be equated with machine-closure (i.e. density). Kwiatkowska [12] proposed to
equate fairness with dense Gδ sets.

A couple of papers used the notion that we have described as fairness in dif-
ferent contexts without actually attempting to define fairness: Ben-Eliyahu and
Magidor [6] observed that some popular fairness notions describe co-meager sets.
Alur and Henzinger [3] propose that machine-closure should be strengthened to
what they calllocal liveness, which is the same as fairness defined above. They
gave the game-theoretic definition. The Banach-Mazur game has also been con-
sidered by Pistore and Vardi [20] as well as Berwanger, Grädel, and Kreutzer [7].
Berwanger et. al. [7] proved the memoryless determinacy result that lead to the
coincidence theorem above.

The correspondence of safety and liveness to closed and dense sets given by
Alpern and Schneider [2] goes back to G. Plotkin (see [2]) who in turn was mo-
tivated by Smyth [22]. Interestingly, Alpern and Schneider [2] write “Plotkin
nevertheless is unhappy with our definition of liveness because it is not closed
under intersection”. Note that in a sense, fairness with respect to the universal
systemΣ∞ is the largest subclass of liveness that is closed under finite intersec-
tion as formally stated in Theorem 8. Manna and Pnueli [17] gave an alternative
classification of temporal properties that is based on topology.

For more information, we refer the reader to [27, 24].
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Abstract

Distributed Computing Theory continues to be one of the most active
research fields in Theoretical Computer Science today. Besides its foun-
dational topics (such as consensus and synchronization), it is currently be-
ing enriched with many new topics inspired from modern technological ad-
vances (e.g., the Internet). In this note, we present eight open problems in
Distributed Computing Theory that span a wide range of topics – both clas-
sical and modern.

1 Wait-Free Consensus

A consensus protocolis a distributed algorithm wheren processes collectively ar-
rive at a common decision value starting from individual process inputs. It must
satisfyagreement(all processes decide on the same value),validity (the decision
value is an input to some process), andtermination(all processes eventually de-
cide). A protocol in an asynchronous shared-memory system iswait-freeif each
process terminates in a finite number of its own steps regardless of scheduling.
From the FLP impossibility result [31, 54], wait-free consensus is impossible.
However, it becomes possible using randomization with the termination condition
relaxed to hold with probability 1.

Theopen questionthat then arises is the complexity of solving consensus, mea-
sured by the expected number of register operations carried out by all processes
(total work) or by any one process (per-process work).

This complexity depends strongly on assumptions about the power of the ad-
versary scheduler. For anadaptive adversarythat chooses the next process to
run based on total knowledge of the current state of the system, the best known
protocol using only atomic read-write registers takesO(n2 logn) expected total
work [14]. If counters supporting increment, decrement, and read operations are
available, this drops toO(n2) expected total work [4]. No faster protocol is known
using any objects that can be built from atomic registers, and there is a lower
bound ofΩ(n2/ log2 n) that holds even given powerful tools like unit-cost snap-
shots [6].
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Closing the gap between the upper and lower bounds is interesting because
all known polynomial-time wait-free consensus protocols are based on collecting
enough random votes that one standard deviation in the total is larger than then−1
votes that can be “hidden” by the adversary by selectively stopping processes, and
it is not hard to show that simple variants on voting cannot yield subquadratic
protocols. A faster protocol would thus require a significantly new approach.
Conversely, anΩ(n2) lower bound would show that voting is optimal.

With a weaker adversary that cannot observe coin flips that have not yet been
made public, consensus can be solved inO(logn) work per process using multi-
writer registers [11]. There is no corresponding non-trivial lower bound. It would
be interesting to see if anΩ(logn) lower bound could be proved for multi-writer
registers or even with strong objects like unit-cost snapshots. Closing the gap in
both models would show whether the cost of weak-adversary consensus arises
from fundamental limitations of grouping local coin-flips together or merely from
the weakness of atomic registers.

2 Oblivious Routing

A typical distributed computing environment consists of several processing units
which communicate through some underlying multi-hop network. The network
is usually modeled after a graph, possibly weighted, where nodes represent the
processing units and the edges the communication links. The nodes communicate
by exchanging messages in the form of packets.Routingis the task of selecting
the paths that the packets will follow in the network. Ideally the selected paths
should have smallcongestion, that is, the maximum number of paths crossing any
edge should be small, and the paths should have smallstretch, that is, the ratio
between the selected path and the respective shortest path should be as small as
possible.

Obliviousrouting is a type of distributed routing suitable for dynamic packet
arrivals. In oblivious routing, the path for a newly injected packet is selected
in a way that it is not affected by the path choices of the other packets in the
network. Räcke [66] gives an existential result that shows that for any network
there exists an oblivious routing algorithm with congestion within factorlog3 n
from that of the optimal off-line centralized algorithm, wheren is the number
of nodes. This oblivious algorithm constructs a path by choosing a logarithmic
number of random intermediate nodes in the network. Azaret al. [13] showed
that the probabilities for the random intermediate nodes can be computed a priori
in polynomial time.

Even though congestion is a fundamental metric for the performance of rout-
ing algorithms, stretch is important too, since it represents the extra delay of the



120 120

120 120

BEATCS no 90 THE EATCS COLUMNS

112

packets when there is no congestion. Ideally, stretch should be a constant. So far,
the main research on oblivious routing algorithms has focused on optimizing the
congestion while ignoring the stretch. For example, a packet may have destination
to a neighbor node of the source and still the path chosen by an oblivious algo-
rithm may be as long as the number of nodes in the network.

An interestingopen problem is to examine the circumstances in which conges-
tion and stretch can be optimized simultaneously.

There is a simple counter-example network that shows that in general the two
metrics are orthogonal to each other: take an adjacent pair of nodesu, v andΘ(

√
n)

disjoint paths of lengthΘ(
√

n) betweenu andv. For packets travelling fromu to v,
any routing algorithm that minimizes congestion has to use all the paths, however,
in this way some packets follow long paths, giving high stretch. Nevertheless,
there are special cases of interesting networks where congestion and dilation can
be minimized simultaneously. For example, in grids [15], and in networks of
uniformly distributed nodes in convex-like areas [16], the congestion is within a
poly-logarithmic factor from optimal and stretch is constant.

A second interestingopen problem is to find other classes of networks where
the congestion and stretch are minimized simultaneously.

Possible candidates for such networks could be for example bounded-growth
networks, or networks whose nodes are uniformly distributed in closed polygons,
which describe interesting cases of wireless networks. Another interesting open
problem is to find classes of networks in which oblivious routing givesC + D
close to the off-line optimal, whereC is the congestion andD is the maximum
path length. Such a result will have immediate consequences in packet scheduling
algorithms since it is known from [52] that it is feasible to deliver the packets in
time proportional toC + D.

3 Stability of Continuous Consensus

Consensus is a fundamental task in distributed computing, it allows to reduce a
distributed task to a centralized task by agreeing on the system state, the inputs
and (hence) the common transition. One shot consensus cannot be self-stabilizing
[22] since it can terminate with disagreeing outputs. On the other hand, on-going
consensus may stabilize to eventually ensure that when a new consensus instance
is invoked the safety property for the output of this instance is correct [23].

In the scope of on-going (self-stabilizing) consensus task one may consider
the sequence of inputs and outputs of instances [20, 24] and require stability of
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outputs as long as the inputs allow such a stability. For example, when one con-
sensus instance output has been 1, and the next instance has 1 as a possible output
value, then 1 should be preferred. Namely, we would like to minimize the number
of times the output is changed.

Theopen problem is, to determine the most stable (consensus) function to use,
given flexibility in deciding on the output of the system.

Namely, given a particular sequences of input changes, choose the function
that changes output as least as possible, assuming that the function from the inputs
to the common output is only restricted to ensure that the output has a value equal
to at leastt + 1 inputs. For example, if the system can remember (in memory) the
last output, the system may stick to the output as long as it can: say the system
includes five processors, at most two of which maybe faulty, i.e.,t = 2. In case the
inputs are 1, 1, 1, 1, 1 the system must output 1, then if the inputs are repeatedly
changed to 1, 1, 1, 1, 0 and then to, say, 1, 1, 0, 1, 0 the system may stay with a
stable output 1, but once the inputs are changed to, say, 1, 0, 0, 1, 0 the system
output must be changed to 0.

The case of a geodesic path of input changes, where each input can be changed
at most once is considered in [20, 24]. The upper bound for the memoryless binary
input case in [20] is2t + 1 (where the majority of the first2t + 1 inputs defines
the output). Multi-valued consensus extends the case of binary-valued consensus,
allowing the inputs (and the output) to be a non-necessarily binary value.

An upper bound for the number of output changes for a memoryless symmet-
ric system (where the function has the same output regardless of the position of
inputs in the input vector) is presented in [20]. The upper bound is a factor of
approximately 2 away from a corresponding lower bound shown using concepts
from Algebraic Topology.

Closing this gap, as well as considering non geodesic input path changes that
are useful to separate the performance and to evaluate consensus functions are
open questions.

Also in the case of multi-valued consensus one may only require an output
value that is within the range of values of the correct values, further exploring
functions is also open, and we believe that it is fruitful field of research with appli-
cation to several domains, including sensor activated devices, stable aggregation
of distributed information and alike.
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4 Complexity of Implementing Atomic Snapshots

A snapshotobject consists ofm components (shared variables), each storing a
value. Processes can performUPDATE operations to change the value of each in-
dividual component, andSCANS, each of which returns a consistent view of the
contents of all the components. These operations can be performed simultane-
ously by different processes. Snapshots have been widely used to facilitate the
design and verification of numerous distributed algorithms because they provide
an immediate solution to the fundamental problem of calculating consistent views
of shared variables; this happens while these variables may be concurrently up-
dated by other processes.

A snapshotimplementationfrom registers uses shared registers to simulate the
snapshot components and provides algorithms forSCAN andUPDATE. Assuming
that processes may fail by crashing, an implementation iswait-free if each non-
faulty process terminates executing aSCAN/UPDATE within a finite number of its
own steps. An implementation islinearizableif (roughly speaking) the execution
of aSCAN or anUPDATE operation in any execution of the implementation appears
to take effect instantaneously.

Since snapshots have several applications, the design of efficient snapshot im-
plementations is crucial. Thetime complexityof SCAN (UPDATE) of an implemen-
tation is the maximum number of steps executed by a process to perform aSCAN
(UPDATE, respectively) in any execution of the implementation. Thetime complex-
ity of the implementation is the maximum of the time complexities of itsSCAN and
UPDATE. Despite the numerous work that has been performed on designing effi-
cient snapshot implementations (see [30] for a survey), their time complexity is
not yet fully understood. Some implementations use a small number of registers
but they have large time complexity while others employ more registers to achieve
better time complexity.

It is known [27] that at leastm registers are required to implement anm-
component snapshot. An implementation that uses onlym registers is provided
in [1, 28]. Its time complexity isO(mn) for bothSCAN andUPDATE, wheren is the
number of processes in the system. A lower bound ofΩ(mn) on the time complex-
ity of SCAN for space-optimal implementations (that use onlym registers), proved
in [28], shows that this implementation is optimal. An implementation that uses
n registers and has time complexityO(n) for SCAN andO(n logn) for UPDATE (or
vice versa) is provided by combining results in [2, 10, 42]. The fastest known
implementation [8] has time complexityO(n) for bothSCAN andUPDATE and uses
O(n2) registers. Another implementation with time complexityO(n) which, how-
ever, uses an unbounded number of registers can be obtained by combining results
in [2, 41]. Lower bounds on the space-time tradeoff are provided in [29], where
it is proved that the time complexity ofSCAN in any implementation that uses a



123 123

123 123

The Bulletin of the EATCS

115

fixed number of registers grows without bound asn increases.

Bridging the gap between the lower bounds provided in [29] and the best known
upper bounds (discussed above) is a challengingopen problem.

Even less is known for the time complexity ofUPDATE. A lower bound of
Ω(m) on the time complexity ofUPDATE is proved in [7]. This lower bound ex-
tends a similar result presented in [5] for the weaker version of asingle-writer
snapshot (where each component can be updated by only one process associated
to the component). Since the best known snapshot implementation [8] has time
complexityO(n) for UPDATE, it is unknown if this lower bound is optimal.

Proving better lower bounds for the time complexity ofUPDATE or designing
more efficient algorithms (in terms of theUPDATE time complexity) is an in-
triguingopen problem.

The identification of tradeoffs between the number of registers used in an im-
plementation, the time complexity ofSCAN, and the time complexity ofUPDATE
is another interestingopen problem.

The lower bounds proved in [28, 29] hold for deterministic algorithms and they
can be possibly beaten by employing randomization. Some randomized im-
plementations for the weaker version of single-writer snapshot objects are pre-
sented in [9]. Finding efficient randomized implementations for multi-writer
snapshot objects remains a challengingopen problem.

5 Pure Nash Equilibria in Selfish Routing

In modern non-cooperative networks, such as the Internet, participants, acting
selfishly, wish to efficiently route their traffic from some source to some destina-
tion with the least possible delay. In such environments,Nash Equilibria[62, 63]
represent steady states of the system where no user may profit by unilaterally
changing its strategy.

Koutsoupias and Padadimitriou [47], formulated the study of selfish routing
in non-cooperative networks by casting the problem as a non-cooperative game,
known in the literature as the KP-model;n selfish users wish to route their un-
splitable traffic ontom parallel links from a source to a destination. Each link
has a certain capacity representing the rate at which the link processes traffic,
and users have complete knowledge of the system’s parameters such as the link
capacities and the traffic of other users. Also, users choose how to route their
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traffic based on a common payoff function, which essentially captures the de-
lay to be experienced on each link. However, modern non-cooperative systems
present incomplete information on various aspects of their behavior. For example,
it is often the case, that network users have incomplete information regarding the
link capacities. Such uncertainty may be caused if the network links are complex
paths created by routers which are constructed differently on separate occasions
according to the presence of congestion or link failures.

Gairing et al. [32] were the first to consider an extension of the KP-model
with incomplete information. Their model considers a game of parallel links with
incomplete information on the traffics of the users. The payoff functions employed
by the users take into account probabilistic information on the user traffics. The
authors show (along with other interesting results) that their model always admits
a Pure Nash Equilibrium and propose a polynomial-time algorithm for computing
such equilibria for some special cases.

In [38] an extension of the KP-model was introduced, where the network links
may present a number of different capacities and each user’s uncertainty about
the capacity of the links, calledbelief, is modeled via a probability distribution
over all the possibilities. It is assumed that the users may have different sources
of information regarding the network and, therefore, take their probability dis-
tributions to be distinct from one another. This gives rise to a model with user-
specific payoff functions, where each user uses its distinct probability distribu-
tion to take decisions as to how to route its traffic. In particular, the model is
an instance of weighted congestion games with user-specific functions studied by
Milchtaich [59].

The authors of [38], among other problems, studied the existence of Pure Nash
Equilibria in this new model; they proposed Polynomial-time algorithms for com-
puting pure Nash equilibria for some special cases and they showed that the neg-
ative results of [59], for the non-existence of pure Nash equilibria in the case of
three users, do not apply to their model.

The problem of existence of pure Nash Equilibria for this new model in the
general case is a non-trivial problem; as of this writing, it remainsopen.

Given the non-existence result for weighted congestion games with user specific
payoff-functions [59], a natural step is to disprove the existence of pure Nash
Equilibria for the new model described in [38].

It is conjectured that the model introduced in [38] always admits a Pure Nash
equilibrium in general. Proving or disproving this conjecture is an interesting
open challenge.
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Work for answering this question has been carried out in various directions.
In [33] it was shown that the game introduced in [38] is not anordinal potential
game, since it has been shown that the state space of an instance of the game con-
tains a cycle. Therefore, potential functions [60], a powerful method for proving
existence of Nash Equilibria, cannot be used for this model. Further attempts by
the authors of [38], including applying graph-theoretic methods and inductive ar-
guments have not been successful. The arguments end up failing mainly due to the
arbitrary relation between the different user beliefs on the capacity of the network
links.

Typically, simple counter-examples to the existence of pure Nash Equilibria
considering a small number of resource (links) and users are used for such pur-
poses (for example, in [59], the counter-example involves 3 users and 3 resources).
This appears not to be the case for the new model: in [38] was shown that for the
case of three users (and arbitrary number of links) pure Nash Equilibria always ex-
ist; also simulations ran on numerous instances of the model (dealing with small
number of users and links) suggest the existence of pure NE.

6 Adverse Cooperative Computing

The problem of cooperatively performing a collection of tasks in a decentralized
setting where the computing medium is subject to adversarial perturbations is one
of the fundamental problems in distributed computing. Such perturbations can
be caused by processor failures, unpredictable delays, and communication break-
downs. To develop efficient solutions for computation problems ranging from
distributed search such asSETI@home to parallel simulation andGRID comput-
ing, it is important to understand efficiency trade-offs characterizing the ability
of p processors to cooperate ont independent tasks in the presence of adversity.
This basic problem of cooperation has been studied in a variety of models, includ-
ing shared-memory [3, 40, 43, 45, 58], message-passing [18, 19, 21, 26, 34, 48],
in partitionable networks [25, 37, 39], and also in the settings with limited com-
munication, e.g., [36, 57, 65]. Developing efficient algorithms solving such task-
performing problems in adversarial settings has proven to be difficult.

Here we tackle the problem of distributed cooperation in deterministic shared-
memory settings where the processors are subject to arbitrary failures and de-
lays. Kanellakis and Shvartsman [43] introduced and studied an abstraction of
this problem, calledWrite-All, formulated in terms ofp processors writing tot
distinct memory locations in the presence of an adaptive adversary that introduces
dynamic failures or delays. Here writing to a memory location models an inde-
pendent task that can be performed by a single processor in constant time. The ef-
ficiency of algorithms in such settings is measured in terms ofwork that accounts
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for all steps taken by the processors in solving the problem. The upper bound
for Write-All with synchronous crash-prone processors was shown to beO(t +
p log2 t/ log logt), wherep ≤ t, and at least one processor is non-faulty. The algo-
rithm exhibiting this bound has optimal work ofO(t) whenp ≤ t log logt/ log2 t.
However, Kedem, Palem, Raghunathan, and Spirakis [45] showed that whenp =
t, the work lower bound forWrite-All is Ω(t log t), thus no optimal algorithm for
Write-All exists for the full range of processors(p = t). Although a small gap of
log t/ log logt remains between the upper and lower bounds, the problem can be
considered substantially solved for synchronous processors.

Solutions for theWrite-All problem become significantly more challenging
when asynchrony is introduced. The most efficient deterministic asynchronous
algorithm known forWrite-All is the elegant algorithm of Anderson and Woll [3]
that has workO(t · pε) for p ≤ t and anyε > 0. The strongest corresponding lower
bound, due to Buss, Kanellakis, Ragde, and Shvartsman [17], isΩ(t + p log p),
and it holds even if no processor crashes. Note that in complexity-theoretic terms,
the relative gap between these bounds on work is very large (i.e., polynomial in
p, being pε for p = t), since the lower bound is only a logarithm away from
linear work. Given that this gap is now 15 years old, and that this problem con-
tinues to be of interest, it appears that narrowing this gap is extremely challenging.

Thus we formulate our first, two-pronged,open problemas follows: (a) can a
stronger thanΩ(t log t) lower bound on work be shown for asynchronusWrite-
All problem, and/or (b) is there an algorithm for asynchronous processors that
solves the problem with work asymptotically less thanO(t1+ε) for p = t?

Next observe that an optimal algorithm forWrite-All must have workΘ(t),
however the lower bounds on work ofΩ(t + p log p) make optimality out of reach
when p = Ω(t). Also note that the algorithm [3] has work complexityω(t) for
all but a trivial numberp of processors. The quest then is to obtain work-optimal
solutions for this problem using the largest possible, and non-trivial compared to
t, number of processorsp in order to maximize the parallelism of the solution.
Recently Malewicz [56] presented the first qualitative advancement in the search
for optimal work complexity by exhibiting an algorithm that has workΘ(t) us-
ing a non-trivial numberg of processors, whereg = 4

√
t/ log t. Using different

techniques, Kowalski and Shvartsman [49] exhibited an algorithm that has work
complexity ofO(t + p2+ε), achieving optimality for a larger range of processors,
specifically forp = O(t1/(2+ε)).

Our second and finalopen problem is as follows: Is it possible to solve the
asynchronousWrite-All problem with optimal workO(t) using the number of
processorsp = tδ for δ > 1/2?
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Summing up, we presented theWrite-All problem that abstracts the distributed
cooperation problem in the presence of adversity. Despite substantial research,
there is a dearth of efficient deterministic shared-memory algorithms forWrite-All
with asynchronous crash-prone processors.

The most challengingopen problems in this area deal with closing the gap
between the lower and upper bounds on work, and with the development of
work-optimal algorithms that use the largest possible number of processors in
order to achieve high speedup in solving the problem of distributed cooperation.

7 Distributed Approximations

Initiated by Papadimitriou and Yannakakis [64], the distributed approximation of
linear programs has attracted the interests of researchers for some time. Most of
the past efforts considered the special class of packing and its dual (covering) lin-
ear programs. Note that many hard problems (e.g. dominating set, coloring etc.)
can be cast in the form of Integer Linear Programs (ILPs) and their distributed
complexity of a good approximation is, up to now, a major open issue.

It is fair to assume a setting of a network with classical message passing capa-
bility, in which a node can send a message of sizeO(logn) bits to each neighbor
in the net, in each communication step. Heren is the network size. We can also
assume that each network node has a distinct id of sizeO(logn) bits. This is a syn-
chronous communication model where the computation is assumed to advance in
(global) rounds. Imagine then a general ILP setting, where, for example, there are
n “producing” nodes andm “accepting” nodes. In generalm is less thann. Each
producer, call heri, has to derive an integerxi (this can be negative. In that case
the producer demandsxi units). For each “accepting” nodej, when anxi arrives
to it, it has an associated cost (or benefit)aj

i ∗ xi. For each accepting nodej, the
sum of allaj

i ∗ xi, (i = 1 . . . n), must be at most an integer quantitybj. Hereai
j, bj

are integers. Thexi ’s produced have each a cost (or benefit)ci ∗ xi whereci is an
integer. Now, the whole system must minimize the sum of allci ∗ xi, (i = 1 . . . n).
Or, at least approximate this minimum. The reader can recognize that this is the
general case of an ILP.

The distributed complexity (i.e. number of rounds to achieve a good approxi-
mation) of the general integer-linear programs is a majoropen problem.

Note that the “accepting” nodes can elect a leader and then she can get all
the coefficients needed to solve the problem locally. But, the restriction in the
message size, leads to an awful number of rounds, e.g. aroundn. We want here
a small number of rounds (constant number would be fine). Note that we do not
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assume that theai
j form a metric. They can also be arbitrarily large.

Facility location is an example of a non-positive linear integer program that
is not a covering or packing one. Only very recently, the works [61, 35] made
some progress in the distributed approximation of the facility location problem.
In the facility location problem, the network is a (usually complete but this does
not help much) bipartite graph, where two node sets,C andF share edges between
them. HereC is the set of clients andF is the set of facilities. Each facilityi has
a non-negative opening costfi. The connection cost between facilityi and client
j is an integercj

i . Let yi, x j
i be zero/one variables whereyi = 1 indicates that

facility i is open andx j
i = 1 indicates that clientj is connected to facilityi. The

system has to minimize the sum of all opening and connection costs. Note that
any good solution that works with the relaxed linear problem first, must round the
non-integer solutions. Even this (e.g. randomized rounding ) has to be well done
in a distributed way.

An interesting variation of such problems is a selfish distributed optimization
situation. Let me motivate this by a Stackelberg game: Here each nodei wants
to send flowxi to a destination nodej. The total flow sums to (say) a valuer.
Some of the nodes (belonging to a subsetL) are not selfish but they agree to work
together (e.g. under an elected leader). The rest route their flows selfishly to avoid
big delays. But the nodes inL can put their flows in such a way so that the Nash
Equilibrium reached by the other nodes is very close to an optimal flow routing
(e.g. of min total latency).

Finding distributed solutions to the selfish optimization problem described
above, remains anopen problem

For centralized solutions, one can see [44]. In fact, [44] shows that the leader
(i.e., the centralized equivalent toL) can put its flow in such a way so that the Nash
equilibrium reached by the other selfish flows is indeed the optimal, provided that
the leader controls a sizeable portion of the overall flow. For recent developments
on distributed approximations to problems related to linear and integer program-
ming, we refer the reader to [51].

8 Sensor Networks: Locality for Geometric Graphs

Wireless sensor networks currently exhibit an incredible research momentum.
Computer scientists and engineers from all flavors are embracing the area. Sen-
sor networks are explored by researchers from hardware technology to operating
systems, from antenna design to middleware, from graph theory to computational
geometry. The distributed algorithms community should join this big interdisci-



129 129

129 129

The Bulletin of the EATCS

121

plinary party.
In the last twenty years, so-calledlocal algorithms have been a thriving theo-

retical research subject. In ak-local algorithm, for some parameterk, each node
can communicate at mostk times with its neighbors. Hence, even in synchronous
operation nodes can at most gather information about theirk-neighborhood. Early
work for this model includes some of the most wonderful results in distributed
computing, such as Luby’s randomized independent set algorithm [55], sparse
partitions by Awerbuch and Peleg [12], or Linial’sΩ

(
logn
)

lower bound [53].

There have been recent advances on both upper [51] and lower [50] bounds;
however, many basic questions (e.g. a deterministic local construction of a max-
imal independent set) are stillopen(see also Section 7).

Until recently this theory was a bitl’art pour l’art . Sensor networks may be a
first real-world application domain for local algorithms. Due to their wireless na-
ture, the links of a sensor network are often unstable, in other words, the network
is dynamic. In such an environment it is often impossible to run a centralized
algorithm, as the network topology which serves as an input for an algorithm is
usually different from the topology after running the algorithm. Local algorithms
on the other hand are able to compromise approximation quality (efficacy) for
communication time (efficiency) in order to keep up with the network dynamics.

Unfortunately, local algorithms are not exactly tailored for sensor networks.
Apart from various other modeling issues [67], local algorithms are often devel-
oped for general graphs; in sensor networks, however, geometry comes into play
as the distribution of nodes in space and the propagation range of wireless links
usually adhere to geometric constraints. Several models inspired by both graph
theory and geometry are possible; in a recent survey [67], a few such models are
presented.

So far, very little is known about local algorithms for geometric graphs. To give
a specific example, even for a simple model known asunit disk graph, the local
complexity of typical coordination tasks (e.g., computing a dominating set) is
an open problem. In fact, to the best of our knowledge, the currently best
algorithm for this problem on unit disk graphs remains an algorithm for general
graphs [51].
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Abstract

We discuss the ultimate equivalence problem for uniform HDT0L sys-
tems and give bounds for the problem.

1 Introduction

Culik II has proved the decidability of the ultimate sequence equivalence problem
for D0L systems, [1]. The approach of Culik II uses heavily the balance proper-
ties of sequence equivalent D0L systems. For interesting results concerning the
ultimate equivalence problem of HD0L systems see [6].

The ultimate equivalence problem remains open for HDT0L systems. In this
note we prove that the problem is decidable for compatible uniform HDT0L sys-
tems.
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For the basics concerning HDT0L systems we refer to [4, 5, 2].

2 Definitions and results

We use standard language-theoretic notation and terminology. In particular, the
lengthof a wordw is denoted by|w| and a morphismg : X∗ −→ Y∗ is called
uniform if |g(a)| = |g(b)| for all a,b ∈ X.

An HDT0L systemis a constructG = (X,Y,g1, . . . ,gn,g,w), whereX andY are
finite alphabets,n ≥ 1 is an integer,gi : X∗ −→ X∗, 1 ≤ i ≤ n, andg : X∗ −→ Y∗

are morphisms andw ∈ X∗ is a word. G is calleduniform if g1, . . . ,gn,g are
uniform morphisms.

Let G = (X1,Y,g1, . . . ,gn,g,w1) andH = (X2,Y,h1, . . . ,hn,h,w2) be HDT0L
systems. ThenG and H are calledultimately sequence equivalentif there is a
nonnegative integerk0 such that

ggik . . . gi1(w1) = hhik . . . hi1(w2) (1)

wheneverk ≥ k0 andi1, . . . , ik ∈ {1, . . . ,n}. G andH are calledsequence equiva-
lent if (1) holds for allk ≥ 0 andi1, . . . , in ∈ {1, . . . ,n}.

Let G = (X1,Y,g1, . . . ,gn,g,w1) andH = (X2,Y,h1, . . . ,hn,h,w2) be uniform
HDT0L systems. ThenG andH are calledcompatibleif |w1| = |w2| ≥ 1, |gi(x1)| =
|hi(x2)| ≥ 1 and|g(x1)| = |h(x2)| ≥ 1 wheneveri = 1, . . . ,n, x1 ∈ X1, x2 ∈ X2.

Theorem 1. Assume that uniform HDT0L systems G= (X1,Y,g1, . . . ,gn,g,w1)
and H = (X2,Y,h1, . . . ,hn,h,w2) are compatible. Then G and H are ultimately
sequence equivalent if and only if

ggik . . . gi1(w1) = hhik . . . hi1(w2) (2)

whenever k≥ card(X1) + card(X2) − 1 and1 ≤ i1, . . . , ik ≤ n.

Proof. Without loss of generality assume thatX1 ∩ X2 = ∅. Let X = X1 ∪ X2

and define the morphismsfi : X∗ −→ X∗, 1 ≤ i ≤ n, and f : X∗ −→ Y∗ by

fi(x) =

{
gi(x) if x ∈ X1

hi(x) if x ∈ X2

and

f (x) =

{
g(x) if x ∈ X1

h(x) if x ∈ X2
.

BecauseG andH are compatible, the morphismsfi, 1 ≤ i ≤ n, and f are uniform.
If k ≥ 0 and 1≤ i1, . . . , ik ≤ n, then (2) holds if and only if

f fik . . . fi1(w1) = f fik . . . fi1(w2).
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Next, assume thatp is a nonnegative integer and define the equivalence rela-
tion Rp on the setX∗ as follows. Ifu, v ∈ X∗, thenuRpv holds if and only if we
have

f fik . . . fi1(u) = f fik . . . fi1(v)

wheneverk ≥ p and 1≤ i1, . . . , ik ≤ n. Clearly,

R0 ⊆ R1 ⊆ R2 ⊆ . . . .

Observe thatuRpv implies |u| = |v|. Furthermore, ifu = a1 . . . as andv = b1 . . . bs

whereaj ,bj ∈ X, 1 ≤ j ≤ s, thenuRpv if and only if ajRpbj for all j ∈ {1, . . . , s}.
Assume thatRp = Rp+1. We claim that thenRp+1 = Rp+2. To see this, it

suffices to show thatRp+2 ⊆ Rp+1. Assume thatuRp+2v whereu, v ∈ X∗. Then
fi(u)Rp+1 fi(v) for all i ∈ {1, . . . ,n}. Hencefi(u)Rp fi(v) for all i, which implies that
uRp+1v. This concludes the proof thatRp = Rp+1 impliesRp+1 = Rp+2 and, hence,
thatRp = Rp+ j for all j ≥ 0.

Next, letrp be the number of equivalence classes ofRp ∩ (X × X). Then

card(X1) + card(X2) ≥ r0 ≥ r1 ≥ . . . .

Consequently, there exists an integert ≤ card(X1) + card(X2) − 1 such that

r t = r t+1.

This implies
Rt ∩ (X × X) = Rt+1 ∩ (X × X).

HenceRt = Rt+1.
Assume now thatG and H are ultimately sequence equivalent. Then there

exists a nonnegative integerp such thatw1Rpw2. Hencew1Rtw2. In other words,
(2) holds wheneverk ≥ card(X1) + card(X2) − 1 and 1≤ i1, . . . , ik ≤ n. �

To continue recall the following result from [3].

Theorem 2. Suppose G= (X1,Y,g1, . . . ,gn,g,w1) and H = (X2,Y,h1, . . . ,hn,h,
w2) are uniform HDT0L systems such that|w1| = |w2|. Then G and H are sequence
equivalent if and only if we have

ggik . . . gi1(w1) = hhik . . . hi1(w2)

whenever0 ≤ k ≤ max{1, card(X1) + card(X2) − 2} and1 ≤ i1, . . . , ik ≤ n.

Theorems 1 and 2 imply our final result.
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Theorem 3. Assume that uniform HDT0L systems G= (X1,Y,g1, . . . ,gn,g,w1)
and H = (X2,Y,h1, . . . ,hn,h,w2) are compatible. Then G and H are ultimately
sequence equivalent if and only if

ggik . . . gi1(w1) = hhik . . . hi1(w2)

whenever card(X1) + card(X2) − 1 ≤ k ≤ 2card(X1) + 2card(X2) − 3 and 1 ≤
i1, . . . , ik ≤ n.
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Dines Bjørner is certainly one of the most well-known protagonists of formal
methods in software and system engineering. Already in the 70s he was one of the
fathers of the Vienna Definition Method and Language advocating formal speci-
fications for software development. More recently he has also been one initiator
of the RAISE Method and the RAISE Specification Language RSL. In fact, RSL
plays an important role in the 3 volumes Software Engineering 1-3 published as
texts in Theoretical Computer Science by Springer in 2006.

Although there is already a large variety of text books on software enginee-
ring available, it is certainly a pleasure to read and study the 3 volumes by Dines
Bjørner. All the relevant concepts from software engineering are systematically
introduced and the role of formal methods is carefully explained. The reviewer
shares the point of view of the author that formal techniques apply in all phases,
stages and steps of software engineering, and in the development of all kinds of
software. The main question, however, is how to present formal methods to people
in software engineering, especially to those without solid background in mathe-
matics. The answer given by the author is “Formal Techniques Light”. This means
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basically 3 steps: “1. Start by being systematic. 2. Specify crucial facts formally.
3. Program Code from there.” The first 2 steps are presented carefully for a large
variety of concepts and examples covered in the 3 volumes. For step 3, however,
there is essentially only a hint that tools can be provided to translate model orien-
ted specifications in RSL into constructs of programming languages likeC, C++,
C# , Java, and Standard ML.

Let us have a closer look at each of the volumes. In volume 1 with subtitle
“Abstraction and Modelling” we have in part I a careful introduction into the aims
and objectives of the 3 volumes, in part II an informal, but systematic treatment
of several areas of discrete mathematics, and in parts III and IV an introduction
into RSL. Finally in part IV the concepts of applicative, imperative, and concur-
rent specification programming are carefully explained and shown how they are
supported by RSL. RSL is justified as suitable specification language for this pur-
pose, because it is close to discrete mathematics, allows to express the imperative
specification style, can handle expressions of concurrency, has a strong flavour
of algebraic specification languages and allows to structure its specifications in
a modular fashion. Remarkable in part II is the kind of informal, but systematic
treatment of sets, functions, algebra and logic, which almost avoids any mathema-
tical definition. It is coherent with the standard definitions, except of the notion of
injective function, which - surprisingly - is not required to be “one-to-one”, but
“non-surjective”.

Volume 2 with subtitle SSpecification of Systems and Languages” starts in
part I with an RSL primer summarizing all RSL-concepts introduced in volume 1,
in part II and III specification facets like hierarchies and composition, denotations
and computations, configuration, content and states as well as time and space are
carefully introduced. Part IV concerns the linguistic concepts of syntax, seman-
tics and pragmatics, which can be summarized as semiotics. Further specificati-
on techniques like modularization, automata and machines are presented in part
VI and other specification techniques like Petri nets, message and live sequence
charts, statecharts and quantitative models of time in part V. Finally interpreter and
compiler definitions are discussed carefully in part VII including different kinds
of simple applicative imperative, modular and parallel languages. The chapters on
visual specification techniques in part VI are authored by Christian Krog Madsen,
a former student of Dines Bjørner. Core concepts of these techniques are introdu-
ced on an informal level and then syntax, static and dynamic semantics are given
in RSL. This is called “UML”-ising formal techniques.

The main question “What is Software Engineering?” is addressed in volume
3 with subtitle “Domains, Requirements, and Software Design”. The answer to
this question is summarized by Dines Bjørner in his Triptych of Software Engi-
neering”. The main idea of this triptych is that software development is an iterati-
ve process involving domain engineering, requirements engineering and software
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design, where all phases should be based on formal techniques. Bjørner claims -
and the reviewer agrees in principle - that “developing software without formal
techniques is like sailing the high seas without knowing how to compute the cur-
rent longitude”. According to this triptych paradigm carefully discussed in part
I, domain engineering, requirements engineering and computing systems design
(including software design) is presented on a conceptual level with a large variety
of examples and case studies specified in RSL in parts IV, V, and VI of volume 3
respectively. In the closing part VII it is a pleasure to read how Dines Bjorner is
fighting against several myths about formal techniques of software engineering.
In summary, the 3 volumes with altogether about 2250 pages - present a most
interesting view of software engineering, which is certainly different from most
other textbooks, especially from those focusing on implementation, testing and
management issues within software engineering. A suitable subtitle for all 3 volu-
mes could be “The role of formal methods in software development”. The choice
of RSL as formal specification technique is consistent with the aims of the aut-
hor, although other protagonists of formal methods in software engineering might
prefer other specification or modelling techniques. Moreover, the strong claim of
model-oriented software development is widely supported in software engineering
these days, where in most cases; however, object-oriented software development
based on modelling and metamodelling techniques in the sense of UML and other
visual techniques is predominant.

From the formal methods point of view the reviewer agrees with Bjørner that
the lack of formal semantics for main parts of UML is still unsatisfactory, but
“UML”-ising formal techniques is only one alternative. The reviewer also agrees
with the author that the major shortcoming of his 3 volumes is the “all too brief
coverage of correctness issues”, where the reader is refered to other literature. Alt-
hough we regret that the reader is not guided how the show correctness of stepwise
refinement form requirements to design, the principle “Formal Techniques Light”
mentioned above is a convincing paradigm for the approach in these 3 volumes.

Altogether the 3 volumes can be highly recommended for software engineers
in practice and students in software engineering courses in order to learn the basic
principles of software development and how they can be supported by formal
methods in a systematic way.
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Yuri asked me, the author (A) to meet his student Quisani (Q), who often appears
in public just before a new issue of theBulletin comes out, and for whom Yuri
arranges meetings with computer science logicians.

As Q looked rather tired and suffering from a lack of sleep, I asked him what
had caused it. He explained that in a recent meeting with Jan Van den Bussche,
which was reported in thisColumn[38], he was given a chapter on embedded
finite models from my book [29] as bedtime reading, but didn’t find it very easy
to start reading a 14-chapter book from chapter 13. So an email to Yuri followed,
and a meeting with me was arranged. The following is my transcription of that
meeting.

A. At the very least you’re now familiar with the main definition of embedded
finite models. Let’s review it first.

Q. As I recall it, you start with aninfinite model or structure, something like the
real closed fieldR = 〈R,+, ·,0,1, <〉, and then put afinitemodel on it, say, a finite
graph whose nodes are real numbers.

A. That’s right. Formally speaking, you have two vocabularies, sayΩ for an
infinite structure, andσ for a finite structure, and you look at (Ω, σ)-structures,
whereσ-relations are finite.
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Q. So, for example, if I want to work with graphs whose nodes are real numbers,
thenΩ could be (+, ·,0,1, <) andσ should have one binary relationE(·, ·) for the
edges of my graphs.

A. Exactly. And you’ll be working with logical formulae over bothΩ andσ. So
in first-order logic (which we abbreviate as FO), you can write a sentence

∃a∃b∀x∀y E(x, y)→ a · x+ b = y

saying that the graph lies on a line.

Q. Do you use special names to distinguish theΩ-structure and theσ-structure?

A. Yes, we usually refer to theΩ-structure as thebackgroundstructure, and to
finite σ-structures asembedded finite models. In our example, graphs are “em-
bedded” into the real fieldR.

Q. Ok, I now remember the definition. But can you explain why anyone would
study these objects?

A. Certainly. The initial motivation came from the field of database query lan-
guages.

Q. Yes, I heard from many people that databases provide much of the motiva-
tion for the development of finite model theory, but how do you come up with
embedded finite models?

A. Simple. Do you remember what the main theoretical database query language
is?

Q. Of course, it’s relational calculus, which is just another name for FO.

A. Correct. For example, if you have a graph, you can ask for pairs of nodes
(x, y) connected by a path of length 2 using the formula∃z (E(x, z) ∧ E(z, y)), or
for nodesx from which there is an edge to every other node:∀y E(x, y). And FO
provides the basis of the most common real-life query language SQL.

Q. But we only store finite sets in databases, don’t we?

A. Wait a minute. Much of database theory (say, as described in [1, 31]) con-
centrates on languages that operate with uninterpreted objects – in other words, it
doesn’t matter what those graph nodes are. But in real databases we operate with
interpretedobjects: say, numbers or strings. In fact, for every relation we put in a
database, we must write acreate table statement in SQL that specifies a type
for each attribute: real, integer, Boolean, string, and so on.

Q. I think I see it: elements that we store in a database may come from an infinite
set.

A. Not only that,but there are also some domain-specific operations, such as
arithmetic operations for numerical domains, that we can use in queries.
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Q. Can you give me an example?

A. Let’s take a ternary relationR(·, ·, ·), whose tuples are interpreted as two city
names and the distance between them. Then the query

∃z,d1,d2
(
R(x, z,d1) ∧ R(z, y,d2) ∧ d1 + d2 < 100

)
finds pairs of citiesx andy so you can travel between them while visiting another
city and the total traveled distance is less than 100.

Q. I remember now, Jan Van den Bussche [38] was talking about applications in
Geographical Information Systems.

A. Yes, but this is not the only application. One can think of finite strings and
various operations and relations on them, such as adding letters at either end of a
string, or checking if one string is a prefix of another.

Q. I see. So, the background structure of vocabularyΩ provides information
about the domain and operations on it, and the finiteσ-structure is a “database”
you put on theΩ-structure.

A. Yes. Note also that whileΩ may contain function (+, ·), relation (<) and
constant (0,1) symbols, we assume thatσ has only relation symbols in it.

Q. This is a rather natural setting. Didn’t database people study it to death during
the early days of database theory?

A. Not really – they were not that interested in interpreted operations in query
languages (although they are present in all real-life languages). Even more im-
portantly from the relational databases point of view, when one writes queries in
logical form, one normally assumes that a database is a finite structure with a finite
universe. This suffices for many – but not all – database applications (a notable
exception is constraint databases, to be discussed shortly). The formal setting of
relational databases, however, assumes aninfinite domain of possible values, al-
beit without any operations on it. So technically speaking, relational databases are
often defined as finite structures embedded into an infinite structure of the empty
vocabulary. So in this case, a logical formalism would be that of an infinite struc-
ture with a finite structure embedded into it, rather than just a “stand-alone” finite
structure.

Q. And no one was curious whether these two settings are different?

A. Some people did. For example, Paris Kanellakis in his survey of relational
databases in the Handbook of TCS [25] mentions this distinction. But by that
time, it was known that infinite domains without operations don’t add anything to
the “everything-is-finite” relational model [2, 24].

Q. How can you state this formally?

A. We’ll get to it soon – this is done viacollapse theorems. But let’s first talk
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about a new direction in database research brought to the fore the issues related
to infinite domains and interpreted operations –constraint databases. They were
introduced in 1990 [26], and a book about them appeared ten years later [28].

Q. Yes, I heard about constraint databases from [38]: they are used to represent
infinite sets in databases, right?

A. Right. In fact the model of constraint databases is very similar to embedded
finite models: all that changes is the interpretation ofσ-relations. Now they are
not just finite sets, but setsdefinable(in FO) in the background structure.

Q. And what can we represent in this setting?

A. Let’s look at the real field again. An FO formula overR = 〈R,+, ·,0,1, <〉
with, say, two free variablesϕ(x, y) defines a subset of the the planeR2 of points
that satisfy the formula. Do you remember what these sets are called?

Q. I think it has something to do with algebra. And somehow the name Tarski
also comes to mind.

A. Right, they aresemi-algebraicsets [13, 39]. And by Tarski’s quantifier-
elimination for the real field, each FO formulaϕ(x̄) over R is equivalent to a
quantifier-freeformula, that is, just to a Boolean combination of polynomial in-
equalitiesp(x̄) > 0.

Q. And I presume you can represent a lot of useful information about, say, geog-
raphy, using such polynomial constraints.

A. True. So now if your query language is FO over the real field and database
predicates – interpreted as semi-algebraic sets – you can ask many queries about
your geographical objects, which now arefinitely represented in your database by
means of a set of polynomial constraints. An example would be the “database lies
on a line” query, which was our first example.

Q. What types of interesting queries can you write in this language?

A. You can test, for example, if a set is topologically open or closed, if it is
bounded; for a trajectoryT(x, y, t) you can compute the speed at each timet; you
can compute the boundary of a set, compare coordinates of specific points, and so
on – many queries one needs to ask in GISs.

This language, by the way, is often called FO+ P (for first-order with polyno-
mial constraints). In many applications even simpler linear constraints are used
[20]; the corresponding query language of firsr-order with linear constraints, and
database relations definable with linear constraints, is called FO+ L.

Q. But now I recall that certain things you cannotask in FO+ L and FO+ P
– and that’s why Jan suggested I read the embedded finite models chapter in [29].

A. And do you remember an example of a query that FO+ P cannot express?
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Q. I think it was topological connectivity, wasn’t it? But then what does it have
to do with finite models?

A. It turns out that many questions about expressiveness of FO+ P over semi-
algebraic sets can be reduced to questions about its expressiveness over finite sets.
For example, topological connectivity and graph connectivity are very closely
related.

Q. I believe I see why: we can embed any graph intoR3 without self-intersections.
So a graph is connected iff its embedding is topologically connected!

A. Exactly. There is one little detail: to reduce non-expressibility of topological
connectivity to non-expressibility of graph connectivity you must show that the
embedding itself is definable in FO+ P, but this is easily done.

Q. This is a nice example, but it’s quite ad hoc. Is there a general result that
describes what problems can be reduced to the finite case?

A. Not really – although it would be nice to have such a result – but there are
plenty of examples. For instance, Grumbach and Su [21] showed how inexpress-
ibility of many topological properties in FO+ P can be reduced to questions
about embedded finite models. And many other results about constraint databases
are obtained by reduction to the finite case [28]. So one can say that embedded
finite models play the same role for constraint databases as usual finite models
play in relational database theory.

Q. I think we had quite a detour since I asked you about a general result saying
that embedded finite models behave just like the usual finite models.

A. You’re absolutely right, let’s get back to it. As I said, these results come in the
form of collapse theorems. But before we state them, we need some notations.
Let’s use FO(M, σ) to denote first-order logic over the backgroundΩ-structure
M and relational vocabularyσ – remember that nowσ-relations are finite. For
example, FO+ P is just another name for FO(R, σ). Now what would you call
the “standard” finite model-theoretic FO using this notation?

Q. Perhaps FO(M∅, σ) whereM∅ is a structure with an empty vocabulary?

A. Almost, but not quite. The issue, again, is the underlying domain. Let’s say
M∅ = 〈U, ∅〉. If you write∃xϕ(x), what does it mean?

Q. I guess it means that there is a witnessa for ϕ(x).

A. Correct, but where does this witness come from?

Q. It must come from the universe ofM∅, that is, fromU.

A. And now we have a little problem. When we work withfinite models,∃x
means that we can find a witness in the universe of the finite model, that is, some-
where in theσ-structure.
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Q. Can you explain why this is a problem?

A. Sure. Let’s sayσ is the vocabularyE(·, ·) of graphs, and we want to say that a
graph is reflexive. How would you express this in FO?

Q. I think I see what you want to say. I would like to write∀x E(x, x), but that
would mean thatE(a,a) is true for alla ∈ U, and hence this sentence is false in
all finite graphs embedded inM∅.

A. Precisely. So we introduce a new type of quantification that only refers to the
σ-structure.

One calls the set of all elements of a finiteσ-structureA its active domain, and
denotes it byadom(A). And now we introduce active-domain quantification∃x∈
adomϕ(x) and∀x∈ adomϕ(x) with the meaning that there exists an element (or
for all elements)a of adom(A), the formulaϕ(a) is true.

Q. Does it make a logic more expressive?

A. No, it doesn’t, because the active domain itelf is easily expressible in FO: say,
for graphs by a formula∃y (E(x, y)∨E(y, x)). But then we can define an interesting
fragment of the logic FO(M, σ), namely its restriction in which all quantification
is active-domain, that is,∃x ∈ adomϕ or ∀x ∈ adomϕ. We shall denote it by
FOact(M, σ).

Q. I see – so now FOact(M∅, σ) is the real finite-model theoretic FO overσ-
structures, for which the background structure doesn’t matter, and we somehow
want to reduce FO(M, σ) to FOact(M∅, σ).

A. Almost - but for reasons that will become clear soon, we can’t completely
eliminate everything from the vocabulary of the background structure, and we
need to keep a linear ordering in it. So with eachM = 〈U,Ω〉 we associateM< =

〈U, <〉, where< is an arbitrary linear ordering (ifM had it to start with, we’ll
keep that ordering), and we shall attempt to reduce questions about FO(M, σ) to
FOact(M<, σ).

Q. But what do we know about FOact(M<, σ)?

A. Plenty, thanks to people working in finite model theory. This is just FO over
σ-structures with a linear ordering on them. Many inexpressibility results in this
setting are obtained by routine applications of Ehrenfeucht-Fraïssé games, and
some heavy tools are available too: for example, the Grohe-Schwentick theorem
[19] says that any property expressible in FOact(M<, σ) that does not depend on a
particular linear ordering< is local, i.e., determined by the isomorphism type of
a small neighborhood of free variables of a formula, and Shelah’s theorem [37],
which says that even though FOact(M<, σ) does not have a 0-1 law, it has a very
weak form of it, called the slow oscillation property.
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Q. Ok, I am convinced we can use many facts about FOact(M<, σ) “by citation”.
But how do we go from FO(M, σ) to it?

A. We do it in two steps: first we try to show that FO(M, σ) = FOact(M, σ) – and
this is called anatural-active collapse, because unrestricted quantification overM
is sometimes referred to as “natural” quantification. As the second step, we try to
reduce FOact(M, σ) to FOact(M<, σ).

Q. What do we do first?

A. Let’s start with the second step, it’s much easier.

Q. I don’t see how it can be true that FOact(M, σ) = FOact(M<, σ). Say ifM is the
real field and we write something like∃a∈adom∃y∈adom E(x, y) ∧ (x+ y , 1).
How can we do this if only a linear ordering is available?

A. We cannot. But note that most queries overσ-structures that are of interest to
us are queries such as graph connectivity, or cardinality comparisons, and they do
not depend on which particular elements ofM that the active domain of a finite
structure consists of. These queries are calledgeneric.

Q. Can you define them formally?

A. Of course. Let’s do it for Boolean (yes/no) queries. Such a query is just a
classC of finiteσ-structuresA with adom(A) ⊂ U. Now supposeA ∈ C, and let
h : U → U be a 1-1 partial map defined onadom(A). The definition of a generic
queryQ says that thenh(A) must be inC too.

Q. Whereh(A) is simplyA in which everya ∈ adom(A) is replaced byh(a)?

A. Of course. Can you give me examples of generic and non-generic queries?

Q. I think I can – graph connectivity, evenness of cardinality are generic, but my
earlier example – the existence of an edge (x, y) with x+ y , 1 – is not.

A. Exactly. So our first “reduction” is often called anactive-generic collapse:
it says that every generic query expressible in FOact(M, σ) is also expressible
in FOact(M<, σ). That is, FOact(M, σ) = FOact(M<, σ) with respect to generic
queries.

Q. This sounds like a strong result. And what conditions onM do you need for
it?

A. Here comes the good news – none whatsoever! This is true for all infiniteM.

Q. That’s wonderful! Is this hard to prove?

A. Not really. In fact two very similar proofs appeared almost at the same time
[8, 33]. They used very similar ideas based on Ramsey’s theorem.

Q. Ramsey’s theorem? Isn’t this about monochromatic cliques and other strange
graph-theoretic constructions?
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A. These are finite Ramsey theorems. Here we need the original result by Ram-
sey: if orderedn-tuples over an infinite setU are partitioned intò ≥ 2 classes,
then there is an infinite subsetU0 ⊆ U such that all orderedn-tuples overU0

belong to the same class of the partition.

So next we use this repeatedly to reduce every subformula involving symbols from
Ω to a formula that only involves a linear ordering, and over some infinite subset
is equivalent to the original one. For example, forx + y , 1 we can simply find
an infinite setU0 ⊆ R such that over it for all pairs (x, y) with x < y we have
x + y , 1. Then overU0 we simply replace (x + y , 1) with x < y – and notice
that we introduced an ordering!

Q. I think I see the idea now – you eliminate all symbols fromΩ except an
ordering and still have a formula equivalent to the original one on some infinite
set, but by genericity you can assume that your finite structure comes from that
set.

A. Exactly. So as you can see, it’s a bit tedious but not hard at all. In fact the
easiest proof of the active-generic collapse is simply by induction on the structure
of a formula, and it is given in full detail in [10] and in Chap. 13 of my book [29].

Q. So far so good, we have the active-generic collapse for all structures. Is it the
same for the natural-active collapse?

A. Far from it. Can you think of a simple counterexample?

Q. I think I can; what if we have an emptyσ-structure? Then active-domain
quantifiers make no sense and any FOact(M, σ) formula is equivalent to a formula
that has no quantifiers at all – but this cannot always be true.

A. Yes. In particular this means that every FO formula overM is equivalent to a
formula that has no quantifiers at all. Do you remember the name of this property?

Q. Of course, it’s called quantifier-elimination. I even remember a few examples:
〈Q, <〉, 〈R,+, ·,0,1, <〉, or Presburger arithmetic〈N,+, <,0,1〉 if you add all mod-
ulo comparisonsn = m( mod k). So ifM has the natural-active collapse, it must
have quantifier-elimination too.

A. Yes, but actually this is not the biggest problem. After all, quantifier-
elimination is easy to achieve.

Q. How?

A. You take a structureM and simply add a newk-ary predicate symbolPϕ for
every formulaϕ(x1, . . . , xk) whose interpretation is{ā ∈ Uk | M |= ϕ(ā)}. The
new structureMqe is no different in terms of FO-definability, and it has quantifier-
elimination.

Q. I see. And since the active-generic collapse applies toMqe, it means that all



150 150

150 150

BEATCS no 90 THE EATCS COLUMNS

142

we need to conclude that some generic queries – such as graph connectivity – are
not definable in FO(M, σ) is to show that FO(Mqe, σ) = FOact(Mqe, σ).

A. You’re absolutely right. In fact, there is even a special name for the statement
that FO(Mqe, σ) = FOact(Mqe, σ): it’s called arestricted-quantifier collapse.

Q. And it isn’t true for all structures either?

A. No, and in fact some very familiar structures provide good counterexamples.
Here is a hint: replaceR byN.

Q. I guess the best known structure onN is the standard arithmetic of addition and
multiplication:N = 〈N,+, ·〉. Are you saying that the restricted quantifier collapse
fails for it, and we can have queries that are in FO(N, σ) but not in FOact(Nqe, σ)?

A. That’s right. Let’s think of an example. What can you say about FOact(Nqe, σ)?

Q. We have active-generic collapse for it, so I can’t express queries such as ’is
the cardinality of a structure even?’. So now I need to express it in FO(N, σ)...

A. And if you remember some computability theory, you can tell me how.

Q. Of course – inN I can code every finite structure by a natural number, and
then I can express every computable property of natural numbers in FO. So of
course I can say that the cardinality of a finite set is even. Now I see that we need
to impose some conditions on the background structure.

A. Yes, and there’s been quite a lot of work on identifying conditions that guaran-
tee collapse: natural-active or restricted-quantifier. In fact, this work started with
the simplest structureM∅ = 〈U, ∅〉with an empty vocabulary, and it was shown, by
Hull and Su [24] to admit the natural-active collapse: FO(M∅, σ) = FOact(M∅, σ).

Q. How does one prove this?

A. We do it by induction on the formula, and the only case that requires work is
that of an unrestricted existential quantifier:ϕ(x̄) = ∃y ψ(x̄, y). This is equivalent
to

∃y∈adomψ(x̄, y) ∨
∨

xi∈x̄
ψ(x̄, xi) ∨ ∃y < adomψ(x̄, y).

So we need to take care of the last case. But then notice that since the vocabulary
is empty, if there is one witnessy < adomfor ψ, then everyy < adomis a witness
for ψ. We thus modifyψ (which is, by the hypothesis, already an FOact(M∅, σ)) by
carefully eliminating the variabley: for example, for each relationS in σ, we can
safely replaceS(. . . , y, . . .) by false, sincey does not belong to the active domain,
and likewise we replace each comparisony = z, wherez is a quantified variable,
by falsetoo, since all quantification inψ is over the active domain. We thus get a
formula that does not mentiony and is equivalent to∃y < adomψ(x̄, y).

Q. I see. But this proof breaks the moment there is anything at all in the vocabu-
lary.
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A. Absolutely. And yet the result is true for the real field. Let’s look at one
example that we’ve seen already: all pairs (x, y) in a binary relationS lie on a line.
That is,∃a∃b∀x∀y (S(x, y)→ a · x+b = y). There is an easy way to eliminate the
unrestricted quantifiers∃a∃b. Can you try to say what it means for a set of points
to lie on a line?

Q. Doesn’t this happen iff every three points are collinear?

A. Exactly. So we can state this property as∀x1, x2, x3, y1, y2, y3 ∈

adom(
∧3

i=1 S(xi , yi) → α(x̄, ȳ)), whereα states that (xi , yi), i ≤ 3, are collinear.
And it is easy to writeα as a quantifier-free formula.

Q. This is a cute example but it’s very ad hoc. And you’re saying that we can do
something similar with every FO(R, σ) query?

A. Yes. Let me tell you the history of this result. It was conjectured in 1990
[26] that some queries such as evenness and graph connectivity are not express-
ible in FO(R, σ), that is, FO+ P. The suggested approach was to show the
natural-active collapse for the real fieldR. This was first achieved in [9] by a
non-constructive proof, and a constructive proof appeared in [10]. But a year be-
fore the proof of Benedikt and myself [9], Paredaens, Van Gucht and Van den
Bussche [34] presented a nice constructive proof of the natural-active collapse for
〈R,+,−,0,1, <〉 – that is, for the case of linear, rather than polynomial, constraints.

Q. Does multiplication make such a difference?

A. In retrospect, it doesn’t. In fact, if you look at the proof of the natural-active
collapse forR in my book [29], it follows the ideas of Paredaens et al [34]. But the
path to that proof wasn’t straightforward. In fact, the result of [34] was first gener-
alised quite a bit beyond the real field, as it was proved that everyo-minimalstruc-
ture has restricted-quantifier collapse [9, 10]. O-minimality is a central concept of
contemporary model theory [35, 39]: it refers to ordered structuresM = 〈U,Ω〉 in
which every definable subset ofU is a finite union of intervals. Can you tell me
whyR is an example of an o-minimal structure?

Q. I think I can: by Tarski’s quantifier-elimination, every formulaϕ(x) is equiv-
alent to a Boolean combination of polynomial inequalitiespi(x) > 0, so if r and
r ′ are two roots of polynomialspi ’s such that no other root occurs between them,
then the signs of all thepi ’s on (r, r ′) don’t change and hence the truth value of
ϕ(x) doesn’t change on (r, r ′). Are there other interesting examples of o-minimal
structures?

A. There are, and perhaps the most celebrated of them is the “exponential field”
– the expansion ofR with the functionex. The o-minimality of the exponential
field was proved by Wilkie [40].

So [9] proved the result for o-minimal structures, and its constructive version [10]
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Figure 1: Illustration to the natural-active collapse for the linear case

did so for o-minimal structures again, assuming decidability of their theories. But
when the proof was reworked specifically for the case ofR, it looked remarkably
similar to the proof for the case of linear constraints.

Q. Will you show this proof to me?

A. I think for this meeting it’s better to understand the main idea of the proof
for the linear case – after all, it’s easier to deal with polynomials that can only
have one root, rather than an arbitrary number of roots. So we shall work
with 〈R,+,−,0,1, <〉 as our background structure (and it is well-known to have
quantifier-elimination). How do you think the proof will go?

Q. By induction?

A. Of course. So the only case that requires work is elimination of an unre-
stricted existential quantifier. Let’s say we haveϕ = ∃yψ(y), whereψ(x) is an
FOact(〈R,+,−,0,1, <〉, σ) formula.

Q. Wait a minute, what happened to the free variables? Shouldn’t you be looking
atϕ(x̄) = ∃yψ(x̄, y) to make your induction hypothesis general enough?

A. Of course, but free variables require some extra bookkeeping, and the main
ideas can be already seen in the simple case. So let’s understand the proof for that
case, and you can fill in all the details later.

We assume thatψ(y) is of the form∃x1 ∈ adom∀x2 ∈ adom. . . α(x̄, y), whereα
is a Boolean combination of atomic formulaeS(·) for S ∈ σ that don’t usey (as
S(·, y, ·) can be replaced by∃x′ ∈adom S(·, x′, ·) ∧ x′ = y), and linear constraints;
we also assume that constraints involvingy are rewritten asy {=, <}

∑m
i=1 ai · xi +b.

Let fi(x̄), 1 ≤ i ≤ p, enumerate all the functions that occur as right hand sides of
linear constraints whose left-hand side isy, and let f0(x1, . . . , xm) = x1. Now let
A be a finiteσ-structure, and let

A = { fi(ā) | i = 1, . . . , p, ā ∈ adom(A)m}.

Notice thatadom(A) ⊆ A. Assume thatA = {a1, . . . ,ak} with a1 < . . . < ak.

Now look at the picture in Fig. 1: ifc ∈ (ai ,ai+1) satisfiesψ, thenevery c′ ∈
(ai ,ai+1) satisfiesψ because the truth values ofc, c′ {=, <} fi(ā) are the same for
all tuplesā from the active domain, and all atomic formulaeS(·, c, ·) andS(·, c′, ·)
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are false, sincec, c′ < adom(A).

Q. I see – so if we have a witness forψ(y) from an interval (ai ,ai+1), the whole
interval satisfiesψ. Thus, all we need now is to describe one potential witness
from each interval.

A. Yes, and this is easy to do, in a way that is definable with linear constraints:
for each interval (ai ,ai+1) we take (ai + ai+1)/2 as a witness, for (−∞,a1) we take
a1 − 1 and for (ak,∞) we takeak + 1. Thus,∃yψ(y) is now equivalent to:

∃ū, v̄∈adom
( p∨

i=0

p∨
j=0

ψ([
fi(ū) + f j(v̄)

2
/ y]) ∨

p∨
i=0

(
ψ([( fi(ū) − 1) / y]) ∨ ψ([( fi(ū) + 1) / y])

))
whereψ([c/y]) means thatc is substituted fory in ψ. Thus, we replaced∃y with
several active-domain quantifiers (∃ū∈adom∃v̄∈adom) and a big disjunction over
witnesses from the intervals generated by the setA.

Q. The definition of o-minimality you mentioned also talks about intervals...

A. A very good point. This proof is a special instance of a more general proof
for o-minimal structures that uses the same ideas: if there is a witness, then a
whole interval is a witness; the number of such intervals is finite; and one can
choose specific witnesses from them. O-minimal structuresM have a remarkable
“uniform bounds” property: for each formulaϕ(x, ȳ) there is a number̀such that
the set{a | M |= ϕ(a, c̄)} is composed of at most̀ intervals, no matter how we
choose ¯c. This is crucial in the proof as it gives us a finite disjunction of cases
to check. In the case of the real field this uniform bounds property follows easily
from the fundamental theorem of algebra, but in general this is a very nontrivial
property [35, 39].

Q. So o-minimality is the best sufficient condition for collapse?

A. No, there are more conditions known now. They are quite model-theoretic in
nature [4, 6, 17], and if you want ot learn about them, there are surveys [30, 7] you
can check. And while there is no necessary and sufficient condition for collapse,
the property that best describes it is finiteness of the VC (Vapnik-Chervonenkis)
dimension.

Q. I remember this notion from computational learning theory [3]! It charac-
terises concepts that are efficiently learnable. What does it have to do with em-
bedded finite models?

A. This notion is used not only in learning, but also in model theory, where it is a
very useful concept as was noticed by Shelah 35 years ago [36]. Now let’s review
the concept of VC dimension, shall we? You said that you know it.
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Q. Yes, the VC dimension of a collectionC of subsets of a setX is the maximum
cardinality of ashatteredfinite setF ⊂ X – if it exists, and if arbitrarily large
sets can be shattered, then the VC dimension is infinite. AndF is shattered if
{F ∩ Y | Y ∈ C} is the powerset ofX. And what does it mean in the language of
an infinite structureM.

A. We say thatM has finite VC dimension if every definable family has finite VC
dimension. And definable families are given by FO formulaeϕ(x̄, ȳ) as follows:{
{ā | M |= ϕ(ā, b̄)} | b̄ ∈ U |b̄|

}
.

Q. Can you give me some examples?

A. Yes: for example, all o-minimal structures [39], but also some unordered
structures such as the field of complex numbers〈C,+, ·〉 [23].

Q. And in what sense is it close to characterising the collapse?

A. It is known that restricted-quantifier collapse (FO(Mqe, σ) = FOact(Mqe, σ))
implies finiteness of VC dimension [11], and finiteness of VC dimension im-
plies that FO(Mqe, σ) and FOact(Mqe, σ), while not necessarily the same, define
the same generic queries [4]. In particularly, this very strong result of [4] im-
plies that over every structure of finite VC dimension, the set of generic queries in
FO(M, σ) is the same as the set of queries definable in FOact(M<, σ).

Q. You never said anything about the complexity of the collapse: how hard is it
to convert an FO(M, σ) formula into an FOact(M, σ) formula?

A. Unfortunately not much is known about this, and complexity analyses may
differ significantly for different structures, as such conversion algorithms need to
make calls to quantifier-elimination procedures. One case though that was studied
in detail is that of the real field andσ consisting of a single unary predicate. For
this case Basu [5] developed special algorithms that also give the best known
running time for quantifier-elimination forR.

Q. I think I have plenty of new information now ... I hadn’t realised that there
was a whole field within model theory developed when Jan Van den Bussche [38]
made a passing remark about collapse theorems. It’s quite nice to see this interplay
between finite and infinite models.

A. Yes, but I don’t want you to leave thinking that this is it for finite/infinite mod-
els interaction. There areplentyof other directions with very interesting results,
techniques, and applications.

Q. Can you give me some examples?

A. Certainly. There are metafinite models of Grädel and Gurevich [18] which
are finite models with some functions defined on their elements (or tuples of ele-
ments) whose range is in the universe of a fixed infinite structure. In logics over
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metafinite models, variables typically range over the finite part, so interplay is not
as complete as in the case of embedded finite models; however, metafinite models
make it easy to extend other logics typically studied in the finite model theory
context.

There are various finite representations of infinite structures, like in the case of
constraint databases. For example, in recursive structures, all predicate symbols
are interpreted as recursive relations that are finitely representable by Turing ma-
chines. There are interesting connections between finite model theory and the be-
haviour of logics over recursive structures; a nice survey of this area was written
by Harel [22]. As a special and more manageable case, we can consider structures
in which all basic predicates (and thus by closure properties, all definable sets) are
given by finite automata. These are automatic structures that have been studied
rather actively in recent years [27, 15, 11, 12]. They have decidable theories – in
fact, decision procedures use automata-theoretic techniques – and these structures
found applications in verification and query languages. In particular, [11] looks at
finite models embedded into automatic structures. In constraint satisfaction, log-
ical studies of problems with infinite templates recently appeared [14], and those
can be viewed as a special case of embedded finite models. In the field of verifica-
tion people also have been looking at infinite graphs describing configurations of
pushdown automata [32, 16]. These again are finitely represented infinite struc-
tures with decidable theories that have applications in software verification. So as
you can see, there are many other interesting meetings that Yuri can arrange for
you in the future, if you’d like to learn more about connections between the finite
and the infinite in CS logic.

Q. I shall certainly think about it. And for now, thanks for your time today.

A. You’re welcome.
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41 years ago, Z. Pawlak has published in Polish language a book aimed perhaps
for initiation in the field of mathematical linguistics (Pawlak 1965). Short time
after this event, he attended an international Conference in Bucharest and I met
him there. He offered me a copy of this book. As a matter of fact, he showed me
the book and he said that he is sorry to have it in a language which is not avail-
able to me. But I told him that I would like to have the book and I will manage to
follow it at least partly. Happy idea! Besides some usual introductory notions con-
cerning the mathematical approach to grammars (the title in Polish “Gramatika i
matematika" was clearly “Grammar and mathematics"), a special chapter called
my attention, because it was concerned with the grammar of the genetic code. I
was already introduced, at that time, in the works of Roman Jakobson and of many
other authors concerning the analogy between linguistics and molecular genetics.
Pawlak’s approach was mainly presented in symbols, graphs and geometric pic-
tures, while the few words in Polish were in most cases international words like
codons, amino acids, nucleotides, proteins.
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It is interesting to recall the period of the sixties of the past century. After
a long period in which historical linguistics used ideas and metaphors of Dar-
winian biology, an important change took place: instead to use biological ideas
and metaphors in linguistics, linguistic ideas and metaphors related to phonemic
and morphemic segmentation penetrated in the study of nucleic acids, amino acids
and proteins.

To this itinerary of opposite sense in respect to the previous one, Pawlak was
adding the idea of a generative perspective in the study of heredity. In this aim, he
proposed some mechanism operating concomitantly in two directions. On the one
hand, in the direction of formal grammars, on the other hand, in the direction of
what was called later picture grammars. Let us recall that both formal grammars
and picture grammars were at that time at their very beginning. Formal grammars
theory had to wait the year 1973 for a first satisfactory rigorous presentation (Salo-
maa 1973), while picture grammars had to wait the year 1967 for a first systematic
attempt (Shaw 1967) and two more years for the monograph by Rosenfeld (1969).

Let us recall the main ideas of Pawlak’s approach. Denote by 0, 1, 2, and 3
the four types of nucleotide bases forming the alphabet on which the RNAs are
defined. There are 64 modes of arrangements with repetition of them in groups
of three elements forming so strings of length three (the constant length of all
codons). Codons are for RNAs what morphemes are for well- formes strings in
natural languages, while nucleotide bases are for RNAs what phonemes are in
natural languages. The starting idea of Pawlak is to associate to each codon an
equilateral triangle. Taking into account that a codon is a word of length three on
the alphabet 0, 1, 2, 3, the associated triangle will have the respective symbols as
labels of its sides. But, as it is well-known, the genetic code establishes a corre-
spondence between codons and amino acids (defining in this way the move from
the world of chemistry to the world of biology). There are only 20 types of amino
acids relevant for heredity, so Pawlak proposes a way to select exactly 20 types
of triangles among the 64 types which are possible from a purely combinatorial
point of view. Let us distinguish, for any triangle, the baseb, the left sidel and
the right sider, see Figure 1(a). If the codon isi jk, then we associatei to l, j to b,
andk to r. Moreover, Pawlak introduces the restrictioni < j ≥ k, i.e., the symbol
associated tol is strictly smaller than the symbol associated tob, which is larger
than or equal to the symbol associated tor. It can be seen that the only triangles
satisfying this requirements are:

a = 010, b = 011, c = 020, d = 021, e= 022, f = 120, g = 121,

h = 122, i = 030, j = 031, k = 032, l = 033, m= 130, n = 131,

o = 132, p = 133, q = 230, r = 231, s= 232, t = 233.

In a next step, Pawlak introduces a recursive procedure to define a generative
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picture grammar, whose basic bricks are the 20 types of labeled triangles. The
rule of this procedure are the following:

1. Every triangle from the lista,b, c, . . . , r, s, t is a well-formed string; they are
the only well-formed strings of length one.

2. All well-formed strings are words on the alphabet{a,b, c, . . . , r, s, t}. Given
a well-formed stringx and adding to it a triangleA from the list 1, such that
the label of its base is the same as the label of the left or right side of an
already existing triangleB in x (in other words, the base ofA is the same
as the left side or the right side ofB), then the new string y of triangles so
obtained is again well-formed.

3. The strings obtained by the rules 1 and 2 are the only well-formed strings.

A saturated well-formed string is one from which no other longer well-formed
string can be obtained. For instance, the strings of length one 010, 020, 030
are saturated, the strings 011, 010 and 021, 010 are saturated strings of length 2
etc. It is easy to see that there are saturated strings of any length. This fact is a
consequence of the existing of some triangles that can be added to themselves. For
instance, 011 is such a recursive triangle. We can add it to itself n times, then add
010 to obtained a saturated string. For instance, the saturated string of length 4
obtained in this way is: 011, 011, 011, 010. Other examples of recursive triangles
are: 022, 122, 233, 133.

Pawlak calls protein any saturated well-formed string. He defines a kind of
dependency grammar, having 20 rules: to each well-formed trianglei jk Pawlak
associates the rulej → ik, where at left we have the label of the base, while at
right we have the label of the left side followed by the label of the right side. From
this dependency grammar Pawlak moves to a graph representation. The triangle
i jk is represented by a vertical line associated to the base labeled withj, while
from the inferior extremity of this line we start a segment oriented towards the
south-left labeled withi and a segment oriented towards the south-right, labeled
with k, see Figure 1(b). In this way, the recursive process induces a tree which can
be developed as soon as it is not yet saturated.

We have shown in (Marcus 1974) that a non-deterministic propagating semi-
Lindenmayer system can be defined, which is equivalent to the above defined
Pawlak mechanism. But we are interested not only in the result of the generative
process; we would like to know something about the structure of the language of
derivations in the respective semi-Lindenmayer system. This question was left
unanswered in (Marcus 1974). In the same paper we have presented a Chomsky
type picture grammar which is context-free, but whose language of derivations
is not context-free; it is just the Chomskian equivalent of Pawlak’s dependency
picture grammar.
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Figure 1: (a) The triangle associated to a codoni jk; (b) A different graphical
representation of the triangle in (a).

Some advantages and some shortcomings of Pawlak’s mechanism and of the
corresponding Chomskian mechanism are discussed in (Marcus 1974). The whole
problem deserves to be reconsidered, in the light of the new field of DNA com-
puting, for which we send the reader to (Păun-Rozenberg-Salomaa 1998).

We conclude with some hints about the idea of a semi-Lindenmayer system.
It is an ordered pairS = 〈V, p〉, whereV is a finite non-empty set called alphabet,
while p is a mapping associating to each element inV a language overV. If for
eachv ∈ V the setp(v) contains exactly one finite string overV, thenS is said
to be deterministic; otherwise,S is said to be non-deterministic. We say thatS
is propagating, if for eachv ∈ V any string inp(v) is of strictly positive length;
otherwise,S is non-propagating. Define now the languageL(S,M) generated
by a semi-Lindenmayer systemS with respect to a languageM over V. The
stringy directly derives from the stringx of strictly positive length if there exists
a positive integern such thatx = a(1)a(2) . . . a(n), y = b(1)b(2) . . . b(n), where
eacha(i) (1 ≤ i ≤ n) belongs toV and eachb(i) (1 ≤ i ≤ n) belongs toV∗,
with b(i) ∈ p(a(i)) for any 1≤ i ≤ n. If p is a homomorphism, we put for any
finite stringw overV, w = c(1)c(2) . . . c(n), p(w) = p(c(1))p(c(2)) . . . p(c(n)). We
say that the stringv derives inS from the stringu of strictly positive length if
there exists a finite sequence of finite stringsx(1), x(2), . . . , x(q) overV, such that
x(1) = u, x(q) = v, andx(i+1) directly derives fromx(i) for any 1≤ i ≤ q−1. The
string y is generated byS with respect to the languageM over V if there exists
x ∈ M from which y derives inS. L(S,M) is by definition the set of all strings
generated byS with respect toM.

In (Marcus 1974), it is proved that the Pawlak dependency grammar can be
expressed as a non-deterministic propagating semi-Lindenmayer system with re-
spect to the languageM consisting of four strings of length one: 0, 1, 2, 3. The
mappingp is defined byp(0) = {0}, p(1) = {00,01}, p(2) = {00,01,02,10,11,12}
and p(3) = {00,01,02,03,10,11,12,13,20,21,22,23}. The language generated
by the considered system is just the set of all saturated well-formed strings, in the
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sense of Pawlak, i.e., the set of proteins. What about the language of derivations
in S?

A basic shortcoming of Pawlak’s approach was that he did not take in consid-
eration the Watson-Crick structure of double-helix. Our 1974 approach continuing
Pawlak’s work had the same shortcoming, as it was clearly mentioned in (Marcus
1974). This missing structure became just the point of departure in Tom Head’s
pioneering work on DNA computing (Head 1987).
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Remark. This article presents in a very convincing way some of Pawlak’s im-
portant early insights. It also describes interesting details about the landscape of
theoretical computer science some 35 years ago. Then the terminology around
Lindenmayer systems was still developing. What are calledsemi-Lindenmayer
systemsin the article are, according to present terminology, 0L systems with a
finite axiom set, or briefly F0L systems. It is interesting to note that one of the
mathematically most sophisticated results aboutL systems deals with finite ax-
iom sets: If we addC (coding) andF to the name of the system, then we may also
addP (propagation) and, thus, avoid cell death. The details of this construction
are given in Chapter 5 of Volume I ofHandbook of Formal Languages, Springer-
Verlag 1997, edited by us.
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Abstract

This essay offers an overview of basic aspects and central development
in Concurrency Theory based on formal languages. In particular, it focuses
on the theory of Process Calculi.

1 Introduction

Concurrencyis concerned with the fundamental aspects of systems consisting of
multiple computing agents, usually calledprocesses, that interact among each
other. This covers a vast variety of systems which nowadays, due to technological
advances such as the Internet, programmable robotic devices and mobile comput-
ing, most people can easily relate to. Some examples are:
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• Message-passingcommunication based systems: Agents interact by ex-
changing messages. For instance, e-mail communication on the Internet,
or robot point-to-point exchange of messages via infra-red communication.

• Shared-Variablescommunication based systems: Agents communicate by
posting and reading information from a central location. For instance, read-
ing and posting information on a server as in an Internet newsgroup. In
the context of co-operative robotic devices, there can be a central control,
usually a PC, on which the robots can post and read information (e.g., their
relative positions).

• Synchronoussystems: As opposed toasynchronoussystems, in syn-
chronous systems, agents need to synchronize with one another. In Internet
telephony services the caller and the callee’s terminal need to synchronize
to establish communication. In systems of mobile robotic devices, robots
most certainly need to synchronize, e.g., to avoid bumping into each other.
An example of asynchrony is SMS communication on mobile phones.

• Reactivesystems: Involve systems that maintain an ongoing interaction
with their environment. For instance, reservation systems and databases
on the Internet. Co-operative robotic devices are typically programmed to
react to their surroundings, e.g., going backwards whenever a touch sensor
is pressed.

• Timedsystems: Systems in which the agents are constrained by temporal
requirements. For example, browser applications are constrained by timer-
based exit conditions (i.e.,time-outs) for the case in which a server cannot
be contacted. E-mailer applications can be required to check for messages
everyk time units. Also, robots can be programmed with time-outs (e.g., to
wait for some signal) and with timed instructions (e.g., to go forward for 42
time units).

• Mobile systems: Agents can change their communication links. This is the
essence of mobile computing devices. For example, portable computers
can connect to the Internet from different locations. Robotic devices also
exhibit mobility since, as they are on the move they may change their com-
munication configuration. E.g., robots, which could initially communicate
with one another, may sometime later be too far away to continue to do so.

• Securesystems: Systems in which critical resources of some sort (e.g., se-
cret information) must not be accessed, misused or modified by unwanted
agents. Credit card usage on the Internet is now a common practice in-
volving secure systems. To a more physical level, one now hears of robotic
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security systems [9] which involve mobile devices that are strategically pro-
grammed to patrol, detect intruders and respond accordingly.

The above are but a few representatives of systems exhibiting concurrency, often
referred to asconcurrentsystems. Furthermore, they can be combined to give rise
to very complex concurrent systems; for example the Internet itself.

1.1 Problem: Reasoning about Concurrency

The previous examples illustrate the practical relevance, complexity and ubiquity
of concurrent systems. It is therefore crucial to be able to describe, analyze and,
in general, reason about concurrent behavior. This reasoning must be precise and
reliable. Consequently, it ought to be founded upon mathematical principles in the
same way as the reasoning about the behavior of sequential programs is founded
upon logic, domain theory and other mathematical disciplines.

Nevertheless, giving mathematical foundations to concurrent computation has
become a serious challenge for computer science. Traditional mathematical mod-
els of (sequential) computation based on functions from inputs to outputs no
longer apply. The crux is that concurrent computation, e.g., in a reactive system,
is seldom expected to terminate, it involves constant interaction with the envi-
ronment, and it isnon-deterministicowing to unpredictable interactions among
agents.

1.2 Solution: Models of Concurrency

Computer science has therefore taken up the task of developingmodels, conceptu-
ally different from those of sequential computation, for the precise understanding
of the behavior of concurrent systems. Such models, as other scientific models of
reality, are expected to satisfy the following criteria:

• They must besimple, i.e., based upon few basic principles.

• They must beexpressive, i.e., capable of capturing interesting real-world
situations.

• They must beformal, i.e., founded upon mathematical principles.

• They must providetechniquesto allow reasoning about their particular fo-
cus.

In order to develop a model of concurrency one could suggest the following
general strategy: Seize upon a few pervasive aspects of concurrency (e.g., syn-
chronous communication), make them the focus of a model, and then submit the
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model to the above criteria. This strategy can be claimed to have been involved in
the development of a mature collection of models for various aspects of concur-
rency. Some representatives of this collection are mentioned next.

Representative models for synchronous communication.Some of the most
mature and well-known models of concurrency are process calculi like Milner’s
CCS [17], Hoare’s CSP [12], and ACP (developed by Bergstra and Klop [5] and
also by Baeten [4]). The common focus of these models is synchronous commu-
nication.

Process calculi treat processes much like theλ-calculus treats computable
functions. They provide a language in which the structure oftermsrepresents the
structure of processes together with anoperational semanticsto represent com-
putational steps. For example, the termP ‖ Q, which is built fromP andQ with
theconstructor‖, represents the process that results from the parallel execution of
those represented byP andQ. An operational semantics may dictate that ifP can
evolve intoP′ in a computational step thenP ‖ Q can also evolve intoP′ ‖ Q in a
computational step.

An appealing feature of process calculi is theiralgebraic treatment of pro-
cesses. The constructors are viewed as theoperatorsof an algebraic theory whose
equations and inequalities among terms relate process behavior. For instance,
the construct‖ can be viewed as a commutative operator, hence the equation
P ‖ Q ≡ Q ‖ P states that the behavior of the two parallel compositions is the
same. Because of this algebraic emphasis, these calculi are often referred to as
process algebras.

A representative model for true-concurrency. Another important model of
concurrency is Petri Nets [23]. The focus of Petri Nets is the simultaneous occur-
rence of actions (i.e.,true concurrency). The theory of Petri Nets, which was the
first well-established theory of concurrency, is an elegant generalization of classic
automata theory in which the concept of concurrently occurring transitions can be
expressed.

1.3 Model Extensions

Science has made progress by extending well established theories to capture new
and wider phenomena. For instance, computability theory was initially concerned
only with functions on the natural numbers but it was later extended to deal with
functions on the reals [10]. Also, classical logic was extended to various modal
logics to study reasoning involving modalities such as possibility, necessity and
temporal progression. Another example of great relevance is automata theory,
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initially confined to finite sequences, but later generalized to reason about infinite
ones as in Büchi automata theory [6].

Similarly, several mature models of concurrency have been extended to treat
additional issues. These extensions should not come as a surprise since the field
is indeed large and subject to the advents of new technology.

Somce examples of these additional issues are the notions of mobility and
security which now pervade the informational world; none of the representative
models mentioned above dealt with these notions. It was later found that a CCS
extension, theπ-calculus [19], could treat mobility in a very satisfactory way. A
further extension, the spi-calculus [1], was also designed to model security.

Another prominent example is the notion oftime. This notion not only is a
fundamental concept in concurrency but also in science at large. Just like modal
extensions of logic for temporal progression study time in logic reasoning, the-
ories of concurrency were extended to study time in concurrent activity. For in-
stance, neither CCS, CSP nor Petri Nets, in their basic form, were concerned with
temporal behavior but they all have been extended to incorporate an explicit no-
tion of time, leading for instance Timed CCS [33], Timed CSP [28], Timed ACP
[3] and Timed Petri Nets [34].

2 The Theory of Process Calculi

This section describes some fundamental concepts from process calculi. We do
not intend to give an in-depth review of these calculi (the interested reader is
referred to [18]), but rather to describe those issues which influenced their devel-
opment.

There are many different process calculi in the literature mainly agreeing in
their emphasis upon algebra. The main representatives are CCS [17] , CSP [12]
and the process algebra ACP [5, 4]. The distinctions among these calculi arise
from issues such as the process constructions considered (i.e., the language of
processes), the methods used for giving meaning to process terms (i.e. the seman-
tics), and the methods to reason about process behavior (e.g., process equivalences
or process logics). Some other issues addressed in the theory of these calculi are
their expressive power, and analysis of their behavioral equivalences. In what
follows we discuss some of these issues briefly.

2.1 The Language of Processes

A common feature of the languages of process calculi is that they pay special
attention to economy. That is, there are few operators or combinators, each one
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with a distinct and fundamental role. Process calculi usually provide the following
combinators:

• Action, for representing the occurrence of atomic actions.

• Product, for expressing the parallel composition.

• Summation, for expressing alternate course of computation.

• Restriction(or Hiding), for delimiting the interaction of processes.

• Recursion, for expressing infinite behavior.

A process language. For the purposes of the exposition of the next sections we
shall define a basic process language which exemplifies the above.

We presuppose an infinite setN of names a,b, . . . . and then introduce a set
of co-namesN = {a | a ∈ N} disjoint fromN . The set oflabels, ranged over
by l and l′, isL = N ∪ N . The set ofactions Act, ranged over by the boldface
symbolsa andb extendsL with a new symbolτ. The actionτ is said to be the
silent (internal or unobservable) action. The actionsa anda are thought of as
beingcomplementary, so we decree thata = a. The syntax of processes is given
by:

P,Q, . . . ::= 0 | a.P | P+ Q | P ‖ Q | P\a | A 〈b1, . . . ,bn〉

Intuitive Description. The intuitive meaning of the process terms is as follows.
The process 0 does nothing.a.P is the process which performs an atomic ac-
tion a and then behaves asP. The summationP + Q is a process which may
behave as eitherP or Q. P ‖ Q represents the parallel composition ofP and
Q. Both P and Q can proceed independently but they can also synchronize if
they perform complementary actions. The restrictionP\a behaves asP except
that it cannot perform the actionsa or a. The namesa and a are said to be
bound in P\a. A 〈b1, . . . ,bn〉 denotes the invocation to a unique recursive defi-

nition of the formA(a1, . . . ,an)
def
= PA where all the non-bound names of process

PA are in{a1, . . . ,an}. ObviouslyPA may contain invocations toA. The process
A 〈b1, . . . ,bn〉 behaves asPA[b1, . . . ,bn/a1, . . . ,an], i.e., PA with eachai replaced
by bi – with renaming of bound names wherever necessary to avoid captures.

2.2 Semantics of Processes

The methods by which process terms are endowed with meaning may involve at
least three approaches:operational, denotationalandalgebraicsemantics. Tra-
ditionally, CCS and CSP emphasize the use of the operational and denotational
method, respectively, whilst the emphasis of ACP is upon the algebraic method.
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Operational semantics. The methods was pioneered by Plotkin in his Struc-
tural Operational Semantics (SOS) work [24, 25, 26]. An operational semantics
interprets a given process term by using transitions (labeled or not) specifying its
computational steps. A labeled transitionP

a
−→ Q specifies thatP performsa and

then behaves asQ. The relations
a
−→ are defined to be the smallest which obey

the rules in Table 1. In these rules the transition below the line is to be inferred
from those above the line.

ACT
a.P

a
−→ P

SUM1
P

a
−→ P′

P+ Q
a
−→ P′

SUM2
Q

a
−→ Q′

P+ Q
a
−→ Q′

COM1
P

a
−→ P′

P ‖ Q
a
−→ P′ ‖ P

COM2
Q

a
−→ Q′

P ‖ Q
a
−→ P ‖ Q′

COM3
P

l
−→ P′ Q

l
−→ Q′

P ‖ Q
τ
−→ P′ ‖ Q′

RES
P

a
−→ P′

P\a
a
−→ P′\a

if a , a anda , a

REC
PA[b1, . . . ,bn/a1, . . . ,an]

a
−→ P′

A 〈b1, . . . ,bn〉
a
−→ P′

if A(a1, . . . ,an)
def
= PA

Table 1: An operational semantics for a process calculus.

The rules in Table 1 are easily seen to realize the intuitive description of pro-
cesses given in the previous section. Let us describe some. The rules SUM1 and
SUM2 say that the first action ofP + Q determines which alternative is selected,
the other is discarded. The rules for composition COM1 and COM2 describe the
concurrent performance ofP and Q. The rule COM3 describes a synchroniz-
ing communication betweenP andQ. For recursion, the rule REC says that the
actions of (an invocation)A 〈b1, . . . ,bn〉 are just those that can be inferred by re-
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placing everyai with bi in (the definition’s body)PA whereA(a1, . . . ,an)
def
= PA.

Behavioral equivalences. Having defined the operational semantics, we can
now introduce some typical notions of process equivalence. Here we shall recall
trace, failuresandbisimilarity equivalences. Although these equivalences can be
defined for both CSP and CCS, traditionally the first two are associated with CSP
and the last one is associated with CCS.

We need a little notation: The empty sequence is denoted byε. Given a se-

quence of actionss= a1.a2. . . . ∈ Act∗, define
s
=⇒ as

(
τ
−→)∗

a1
−→ (

τ
−→)∗ . . . (

τ
−→)∗

an
−→ (

τ
−→)∗

Notice that
ε
=⇒=

τ
−→

∗

. We useP
s
=⇒ to mean that there exists aP′ s.t.,P

s
=⇒ P′

and similarly forP
s
−→.

• Trace equivalence. This equivalence is perhaps the simplest of all. Intu-
itively, two processes are deemed trace equivalent if and only if they can
perform exactly the same sequences of non-silent (or observable) actions.
Formally, we say thatP andQ aretrace equivalent, written P =T Q, if for
everys ∈ L∗,

P
s
=⇒ iff Q

s
=⇒ .

A drawback of=T is that it is not sensitive to deadlocks. For example, let
P1 = a.b.0+ a.0 andQ1 = a.b.0. Notice thatP1 =T Q1 but unlikeQ1, after
doinga, P1 can reach a state in which it cannot perform any action, i.e., a
deadlock.

• Failures equivalence. This equivalence is more discriminating (stronger or
finer) than trace equivalence. In particular it is sensitive to deadlocks.

A failure is a pair (s, L) wheres ∈ L∗ (called a trace) andL is a set of
labels. Intuitively, (s, L) is a failure ofP if P can perform a sequence of
observable actionss evolving into aP′ in which no action fromL ∪ {τ} can
be performed.

Formally, we say that (s, L) is afailure of P if there existsP′ such that

(1) P
s
=⇒ P′, (2) P′ 6

τ
−→ and (3) for alll ∈ L, P′ 6

l
−→.

We then say thatP andQ arefailures-equivalent, written P =F Q, iff they
posses the same failures.

Notice that=F⊆=T as a trace is part of a failure. To see the strict inclusion,
notice that for the trace equivalent processesP1 andQ1 given in the previous
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point, we haveP1 ,F Q1 as P1 has the failure (a, {b}) but Q1 does not.
Another interesting example is given by the processesP2 = a.(b.0 + c.0)
andQ2 = a.b.0+a.c.0. They have the same traces, howeverP2 ,F Q2 since
Q2 has the failure (a, {c}) but P2 does not.

• Bisimilarity. Here we first recall the strong version of the equivalence. In-
tuitively, P andQ are strongly bisimilar if wheneverP performs an action
a evolving intoP′ thenQ can also performa and evolve into aQ′ strongly
bisimilar toP′, and similarly withP andQ interchanged.

The above intuition can be formalized as follows. A symmetric relationB
between process terms is said to be a strongbisimulationiff for all (P,Q) ∈
B,

if P
a
−→ P′ then for someQ′, Q

a
−→ Q′ and (P′,Q′) ∈ B.

We say thatP is strongly bisimilarto Q, written P =S B Q iff there exists a
strong bisimulation containing the pair (P,Q).

A weaker version of strong bisimilarity, calledweak bisimilarityor simply
bisimilarity, abstracts away from silent actions. Bisimilarity can be obtained
by replacing the transitions

a
−→ above with the (sequences of observable)

transitions
s
=⇒ wheres ∈ L∗. We shall use=B to stand for (weak) bisimi-

larity. Notice thatP =B τ.P but P ,S B τ.P.

Bisimilarity is more discriminating than trace equivalence. It is easy to
see that=B⊆=T . The usual example to see the strict inclusion isP2 and
Q2 as given above. Also, bisimilarity is more discriminating than fail-
ures equivalence wrt thebranchingbehavior (i.e., nondeterminism); take
P3 = a.(b.c.0 + b.d.0) andP3 = a.b.c.0 + a.b.d.0; they have the same fail-
ures but one can verify thatP3 ,B Q3. However, failures equivalence is
more discriminating than bisimilarity wrtdivergence(i.e., the execution of
infinite sequences of silent actions). Notice that the divergent processDiv,
with Div

def
= τ.Div, is bisimilar to the non-divergentτ.0, howeverDiv ,F τ.0

sinceτ.0 has the failure (ε, ∅) butDiv does not.

Denotational Semantics. The method was pioneered by Strachey and provided
with a mathematical foundation by Scott. A denotational semantics interprets pro-
cesses by using a function [[.]] which maps them into a more abstract mathematical
object (typically, a structured set or a category). The map [[.]] is compositionalin
that the meaning of processes is determined from the meaning of its sub-processes.

A strategy for defining denotational semantics advocated in works such as [13]
involves the identification of what can be observed of a process; what behavior is
deemed relevant (e.g., failures, traces, divergence, deadlocks). A process is then
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equated with the set of observations that can be made of it. For example, if the
observation is the traces of processes, the denotation of the prefix constructa.P
can be defined as

[[a.P]] = {ε} ∪ {a.s ∈ L∗ | s ∈ [[P]] }

and the denotation of the summation can be defined as

[[P+ Q]] = [[P]] ∪ [[Q]] .

It easy to see that these denotations realize the operational intuition of traces; any
trace ofa.P is either empty or it starts witha followed by a trace ofP; any trace
of P+ Q is either a trace ofP or one ofQ. Note that the compositional nature is
illustrated by stating the denotations ofa.P andP+ Q in terms of those ofP and
Q.

Once the denotation has been defined one may ask whether it is in complete
agreement with a corresponding operational notion. For example, for the trace de-
notation one would like the following correspondence wrt the operational notion
of trace equivalence,

[[P]] = [[Q]] iff for all contextsC, C[P] =T C[Q]

(A contextis an expression with a hole [.] such that placing a process in the hole
produces a well-formed process term, e.g., ifC = R ‖ [.] thenC[P] = R ‖ P.) If a
denotational-operational agreement like the one above can be proven, we say that
the denotation isfully-abstract[16] wrt the chosen operational notion.

Denotational semantics are more abstract than the operational ones in that
they generally distant themselves from any specific implementation. However,
the operational semantics approach is, in some informal sense, more elemental
in that when developing a denotational semantics one usually has an operational
semantics in mind.

Algebraic semantics. This method has been advocated by Baeten and Weij-
land [4] as well as Bergstra and Klop [5]. An algebraic semantics attempts to
give meaning by stating a set of laws (or axioms) equating process terms. The
processes and their operations are then interpreted as structures that obey these
laws. As remarked by Baeten and Weijland [4], the algebraic approach answers
the question “What is a process?” with a seemingly circular answer: “A process
is something that obeys a certain set of axioms...for processes”.

As an example consider the following axioms for parallel composition:

P ‖ 0 ≡ P, P ‖ Q ≡ Q ‖ P, P ‖ (Q ‖ R) ≡ (P ‖ Q) ‖ R

In other words parallel composition is seen as a commutative, associative operator
with 0 being the unit. Notice that the above axioms basically equate processes that
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are the same except for irrelevant syntactic differences, thus one may expect that
any reasonable notion of equivalence validates them. But consider the following
distribution axiom

a.(P+ Q) ≡ a.P+ a.Q

This axiom is valid if we are content with trace equivalence, but not in general
(e.g., it does not hold for failures equivalence or bisimilarity).

Given a set of algebraic laws, one may be interested in looking into the cor-
respondence with a denotational semantics or with some operational notion of
equivalence. An interesting property is whether the equalities derived from the
laws are exactly those which hold for a natural notion of process equivalence. If
this property holds, the set of algebraic laws is said to becompletewrt the notion
of process equivalence under consideration.

In the algebraic approach one can simplypostulateprocess equalities while in
the operational (or denotational) approach one would need toprovethem. On the
advantages of postulation Russell [29] remarked the following:

The method of postulation has many advantages: they are the same as the
advantages of theft over honest toil

— Bertrand Russell

Algebraic semantics, however, is a convenient framework for the study of pro-
cess equivalences; postulating a set of laws, and then investigating the consistency
of that set and what process equivalence it produces. Some frameworks (e.g., [19])
combine the operational semantics with the algebraic one by, for example, con-
sidering processes modulo the equivalence produced by a set of axioms.

2.3 Specification and Process Logics

One often is interested in verifying whether a given process satisfies a property,
i.e., a specification. But process terms themselves specify behavior, so they can
also be used to express specifications. Then this verification problem can be re-
duced to establishing whether the process and the specification process are related
under some behavioral equivalence (or pre-order).

Hennessy-Milner’s modal logic. Another way of expressing process specifica-
tions is by using a process logic. One such logic is the Hennessy-Milner’s modal
logic. The basic syntax of formulae is given by:

F := true | false | F1 ∧ F2 | F1 ∨ F2 | 〈K〉 F | [K]F

whereK is a set of actions. Intuitively, the modality〈K〉 F, calledpossibility,
asserts (of a givenP) that: It is possible forP to doa ∈ K and then evolve into a
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Q which satisfiesF. The modality [K]P, callednecessity, expresses that ifP can
doa ∈ K then it must thereby evolve into aQ which satisfiesF.

Formally, the compliance ofP with the specificationF, written P |= F, is
recursively given by:

P 6|= false
P |= true
P |= F1 ∧ F2 iff P |= F1 andP |= F2

P |= F1 ∨ F2 iff P |= F1 or P |= F2

P |= 〈K〉 F iff for someQ, P
a
−→ Q, a ∈ K andQ |= F

P |= [K]F iff if P
a
−→ Q anda ∈ K thenQ |= F

As an example consider our familiar trace equivalent (but not bisimilar) pro-
cessesP1 = a.(b.0+ c.0) andP2 = a.b.0+ a.c.0. Notice that the formula

F = 〈{a}〉 (〈{b}〉 true∧ 〈{c}〉 true)

discriminates among them, i.e.P1 |= F but P2 6|= F. In fact the discriminating
power of this logic wrt a finite processes (i.e., recursion-free processes) coincides
with strong bisimilarity (see [32]). That is, two finite processes are strongly bisim-
ilar iff they satisfy the same formulae in the Hennessy-Milner’s logic. The result
can be extended to image-finite processes by considering infinite disjunctions and
conjunctions in the Hennessy-Milner’s logic.

Temporal logics. The above logic can express local properties such as “an ac-
tion must happen next” but it cannot express long-term properties such as “an
action eventually happens”. This kind of property, which falls into the category of
liveness properties(expressing that “something good eventually happens”), and
alsosafety properties(expressing that “something bad never happens”) have been
found to be useful for reasoning about concurrent systems. The modal logics at-
tempting to capture properties of the kind above are often referred to astemporal
logics.

Temporal logics were introduced into computer science by Pnueli [27] and
thereafter proven to be a good basis for specification as well as for (automatic and
machine-assisted) reasoning about concurrent systems. Temporal logics can be
classified into linear and branching time logics. In thelinear case at each moment
there is only one possible future whilst in thebranchingcase at each moment time
may split into alternative futures.

Below we consider a very simple example of a linear-time temporal logic
based on [15]. The syntax of the formulae is given by

F := true | false | L | F1 ∨ F2 | F1 ∧ F2 | ♦F | �F
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whereL is a set of non-silent actions. The formulae of this logic express properties
of sequences of non-silent actions; i.e. traces. For the sake of uniformity, we
are interested only in infinite traces. Intuitively, the modality♦F, pronounced
eventually F, asserts of a given traces that at some point ins, F holds. Similarly,
�F, pronouncedalways F, asserts of a given traces that in every point ofs, F
holds.

The models of the formulae are taken to be infinite sequence of actions; ele-
ments ofActω. Formally, the infinite sequence of actionss= a1.a2 . . . satisfies (or
is a model of)F, written s |= F, iff 〈s,1〉 |= F, where

〈s, i〉 |= true
〈s, i〉 6|= false
〈s, i〉 |= L iff ai ∈ L ∪ τ
〈s, i〉 |= F1 ∨ F2 iff 〈s, i〉 |= F1 or 〈s, i〉 |= F2

〈s, i〉 |= F1 ∧ F2 iff 〈s, i〉 |= F1 and〈s, i〉 |= F2

〈s, i〉 |= �F iff for all j ≥ i 〈s, j〉 |= F
〈s, i〉 |= ♦F iff there is aj ≥ i s.t. 〈s, j〉 |= F

Intuitively, P satisfies a linear-temporal specificationF, written P |= F, iff all
of its traces are models ofF. Recall, however, that the traces are finite sequences
of non-silent actions. But since formulae say nothing about silent actions, we can
just interpret a finite traces as the infinite sequence ˆs= s.(τω) which results from
s followed by infinitely many silent actions. This leads to the definition:P |= F

iff wheneverP
s
=⇒ then ŝ |= F.

Let us consider the definitionsA(a,b, c)
def
= a.(b.A 〈a,b, c〉 + c.A 〈a,b, c〉) and

B(a,b, c)
def
= a.b.B〈a,b, c〉 + a.c.B〈a,b, c〉. Notice that the trace equivalent pro-

cessesA 〈a,b, c〉 and B〈a,b, c〉 satisfy the formula�♦(b ∨ c); i.e. they always
eventually dob or c. In general, for every two processes (finite or infinite) if they
are trace equivalent then they satisfy exactly the same formulae of this temporal
logic. The other direction does not hold in general since the logic is not powerful
enough to express, for example, facts about the immediate (or next) future. Take
the processesa.a.0 anda.0; they are not trace equivalent, but they satisfy the same
formulae in this simple logic.

2.4 Analyzing Equivalences: Decidability and Congruence Is-
sues

Much work in the theory of process calculi, and concurrency in general, involves
the analysis of process equivalences. Let us say that our equivalence under con-
sideration is denoted by∼. Two typical questions that arise are:

1. Is∼ decidable ?
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2. Is∼ a congruence ?

The first question refers to the issue as to whether there can be an algorithm that
fully determines (or decides) for everyP and Q if P ∼ Q or P / Q. Since
most process calculi can model Turing machines most natural equivalences are
therefore undecidable. So, the interesting question is rather for what subclasses of
processes is the equivalence decidable. For example, bisimilarity is undecidable
for full CCS, but decidable for finite state processes (of course) and also for the
families of infinite state processes including context-free processes [8], pushdown
processes [31] and basic parallel processes [7]. Obviously, the decidability of
an equivalence leads to another related issue: the complexity of verifying the
equivalence.

The second question refers to the issue as to whether the fact thatP and Q
are (∼) equivalent implies that they are still (∼) equivalent in any context. The
equivalence∼ is a congruence ifP ∼ Q impliesC[P] ∼ C[Q] for every context
C (as said before, a contextC is an expression with a hole [.] such that placing
a P in the hole yields a process term). The congruence issue is fundamental for
algebraic as well as practical reasons; one may not be content with havingP ∼ Q
equivalent butR ‖ P / R ‖ Q.

For example, trace equivalence and strong bisimilarity for the process lan-
guage here considered is a congruence (see [18]) but weak bisimilarity is not be-
cause is not preserved by summation contexts. Notice that we haveb.0 =B τ.b.0,
but a.0 + b.0 ,B a.0 + τ.b.0. In this case new questions arise: In what restricted
sense is the equivalence a congruence? What contexts is the equivalence pre-
served by? What is the closest congruence to the equivalence? The answer to
these questions may lead to a re-formulation of the operators. For instance, the
problem with weak bisimilarity can be avoided by using a somewhat less liberal
summation called guarded-summation (see [19]).

2.5 Process Calculi Variants

Given a process calculus it makes sense to consider variants of it (e.g., subclasses
of processes, new process constructs, etc) to seek for simpler presentations of the
calculus or different applications of it. Having these variants one can ask, for
example, whether the process equivalences become simpler or harder to analyze
(as argued in the previous section) or whether there is loss or gain ofexpressive
power.

To compareexpressive powerone has to agree on what it means for a variant
to be as expressive as the other. A natural way of doing this is by comparing wrt
some process equivalence: If for every processP in one variant there is aQ in the
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other equivalent toP then way say that the latter variant is as expressive (wrt to
the equivalence under consideration) as the former one.

Several studies of variants of CCS and their relative expressive power have
been reported in [2]. Also several variants of theπ-calculus (itself a generalization
of CCS) have been compared wrt weak-bisimilarity (see [30]). An interesting
result is that theπ calculus construction !P whose behavior is expressed by the
law !P ≡ P ‖!P can replace recursion without loss of expressive power. This is
rather surprising since the syntax of !P and its description are so simple. Another
interesting result is that of Palamidessi [22] showing that under some reasonable
assumptions the asynchronous version of theπ-calculus is strictly less expressive
than the synchronous one.

3 Conclusions

The λ-calculus is a canonical model of sequential computation. Unfortunately,
there is no canonical model for concurrent computation at the present time. In
spite of promising progress towards canonicity (e.g. [11, 21, 20]) an all-embracing
theory of concurrency has yet to emerge. According to Petri [23] such a general
model may attain a range of application comparable to that of physics. As argued
in [18], however, even after the discovery of it, we shall need to choose different
special models for different applications. Here is an analogy from [14]: New-
tonian mechanics is not a suitable framework for describing the flow of fluids,
for which one needs a theory containing mathematical concepts corresponding to
friction and viscosity. Concurrency, as physics, is a field with a myriad of aspects
for which we may require different terms of discussion and analysis.
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Axel Born ∗ Cor A.J. Hurkens† Gerhard J. Woeginger†

Abstract

This is the first article (in a series of three) dedicated to the many variants
and variations of the so-called Freudenthal problem. The Freudenthal prob-
lem is a mathematical puzzle in which the reader deduces two secret integers
from several rounds of communication between two persons. One person
knows the sum of the two secret integers, while the other person knows the
product. The current article surveys some of the most basic variants of the
Freudenthal problem.

1 The Freudenthal problem

Hans Freudenthal (1905-1990) studied mathematics at the University of Berlin in
the 1920s. He completed his Ph.D. thesis“Über die Enden topologischer Räume
und Gruppen”under the supervision of Heinz Hopf in 1930. Around that time,
he moved to the Netherlands where he worked with Luitzen Brouwer and soon
became a lecturer at the University of Amsterdam. As a Jew, Freudenthal sur-
vived the period of German occupation unharmed, since he was married to an
Arian Dutch woman and since he had lots of luck. In 1946, Freudenthal was
offered the chair of pure and applied mathematics at the University of Utrecht.
He held this chair until he retired in 1975. Freudenthal’s scientific contributions
mainly fall into topology, geometry, and the theory of Lie groups. Freudenthal is
also remembered and recognized for his numerous contributions to mathematical
education and didactics. The institute for innovation and improvement of mathe-
matics education at the University of Utrecht is named after him the“Freudenthal
Institute”.

In 1969, Hans Freudenthal [2] posed the following puzzle in the problem
section of the Dutch mathematics journalNieuw Archief voor Wiskunde(= New

∗Oberstufen-Realgymnasium Ursulinen, Leonhardstrasse 62, 8010 Graz, Austria.
†Email: {wscor|gwoegi}@win.tue.nl. Department of Mathematics and Computer Science,

TU Eindhoven, P.O. Box 513, 5600 MB Eindhoven, The Netherlands.
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archive for mathematics). The original formulation of the puzzle is in Dutch. Here
is our free translation:

The teacher says to Peter and Sam: I have secretly chosen two integers
x andy with 2 ≤ x < y andx+ y ≤ 100. I have told the sums= x+ y
to Sam (but not to Peter) and the productp = xy to Peter (but not to
Sam).

1. Peter says: I don’t know the numbersx andy.

2. Sam replies: I already knew you didn’t know.

3. Peter says: Oh, then I do know the numbersx andy.

4. Sam says: Oh, then I also know them.

Determinex andy!

At first sight, the given information just cannot be enough for determining the
two numbers. . . The Freudenthal problem was introduced to the English speak-
ing world in 1976, when David Sprows stated it in the problem section of the
Mathematics Magazine [7]. In December 1979, Martin Gardner [4] posed the
Freudenthal problem in his mathematical entertainments column in the Scientific
American. He writes:“I call this beautiful problem impossible, because it seems
to lack sufficient information for a solution.”And indeed, nowadays the Freuden-
thal problem sometimes shows up under the name“The impossible problem”; see
for instance Sallows [6]. Edsger Dijkstra [1] reports that he once solved a variant
of the Freudenthal problem during a sleepless night in 1978, when he was jet-
lagged. He states that it took him almost six hours, and that he solved it in his
head, without using paper or pencil.

In this article, we want to discuss some of the most basic Freudenthal variants.
We will mainly concentrate on two classes of variants, that are built around the
following definitions. Consider two positive integersm andM with m ≤ M, and
define the following sets:

Z,(m,M) contains all pairs (x, y) with m≤ x < y andx+ y ≤ M.

Z=(m,M) contains all pairs (x, y) with m≤ x ≤ y andx+ y ≤ M.

In the Freudenthal variant F,(m,M) the introductory words of the
teacher state that the secret number pair (x, y) is taken fromZ,(m,M). In the
Freudenthal variant F=(m,M) the introductory words of the teacher
state that the secret number pair (x, y) is taken fromZ=(m,M). In both variants,
the announcement of the teacher is followed by the above four-line conversation
between Sam and Peter. Note that the problem originally posed by Hans Freuden-
thal is F,(2,100).
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2 The algorithm of Denniston

The Nieuw Archief voor Wiskunde[3] lists the names of seventeen readers who
submitted correct solutions for the Freudenthal problem; interestingly, two of
the names on this list areJ. van LeeuwenandJ.H. van Lint. Among other so-
lutions, [3] discusses a simple computational approach by Ralph Hugh Francis
Denniston. Although we will only formulate Denniston’s approach for problem
F,(m,M), it obviously generalizes to other Freudenthal variants.

Initialization. Introduce a matrixA where the rowsp correspond to the products
and the columnss correspond to the sums.
Set entryA[p, s] to +, if there exist integersx, y with (x, y) ∈ Z,(m,M) that
satisfyx+ y = s andxy= p. Otherwise, setA[p, s] to −.

Step 1. Wherever a rowp contains just a single+ entry, replace this entry by 1.
(This productp contradicts statement #1 by Peter.)

Step 2. Wherever a columns contains some 1 entry, replace all+ entries in this
column by 2. (This sums contradicts statement #2 by Sam.)

Step 3. Wherever a rowp contains two or more+ entries, replace them by 3.
(This productp contradicts statement #3 by Peter.)

Step 4. Wherever a columns contains two or more+ entries, replace them by 4.
(This sums contradicts statement #4 by Sam.)

Output. The remaining+ entries specify all sum/product combinations that agree
with the full conversation. A+ entry in row p0 and columns0 means that
the valuess0 andp0 are sum and product of the secret numbersx andy.

If in the end there is a single remaining+ entry, then the Freudenthal problem
has a unique solution. If there is more than one remaining+ entry, then the prob-
lem has several possible solutions; Sam and Peter are able to determinex andy
from the conversation (and from their private knowledge ofs or p), whereas the
reader is not. If there are no remaining+ entries, then the problem formulation is
contradictory.

Some more notation: We say that a sumsand a productp arecompatible(with
respect to some fixed Freudenthal problem that usually is clear from the context),
if the initialization step of Denniston’s algorithm sets entryA[p, s] to +. During an
execution of Denniston’s algorithm, a row or a column is calledalive if it contains
at least one+ entry. We denote byP1 the set of rows/productsp that are alive after
Step 1; note that these products are in agreement with statement #1. Similarly, we
denote byS2 the set of columns/sumss that are alive after Step 2 (and that agree
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with statements #1 and #2), we denote byP3 the set of rows/productsp that are
alive after Step 3 (and that agree with statements #1, #2, and #3), and we denote
byS4 the set of columns/sumss that are alive after Step 4 (and that agree with the
full conversation).

3 The Freudenthal problem with m=1 and M=11

We now take a closer look at F,(1,11) and F=(1,11),
which behave surprisingly different from each other.

Table 1 summarizes Denniston’s algorithm for F,(1,11). This puz-
zle is contradictory and ill-posed: Statement #1 yieldsP1 = {6,8,10,12,18,24},
and statement #2 givesS2 = {7}. In statement #3, Peter determinesx andy from
his productp and froms= 7. This makesP3 = {6,10,12}, and leaves us with the
three possibilities (1,6), (2,5), and (3,4) for (x, y). Sam cannot make statement
#4, as there is no way for him to identify the correct product froms= 7 andP3.

Table 2 demonstrates that problem F=(1,11) is well-posed and has
a unique solution. Sincex = y is legal in this variant, statement #1 now yields
P1 = {4,6,8,9,10,12,16,18,24}. Statement #2 restricts the sum toS2 = {5,7}.
In statement #3, Peter determinesx andy from his product: The product cannot
be 6, since then Peter could not distinguishx = 2, y = 3, s= 5 from x = 1, y = 6,
s = 7. ThereforeP3 = {4,10,12}. Finally, statement #4 impliess , 7, since
otherwise Sam could not distinguish betweenp = 10 andp = 12. Therefores= 5
andp = 4, which yieldsx = 1 andy = 4.

4 An analysis of the classical Freudenthal problem

We now want to get some understanding how Denniston’s algorithm behaves for
the classical Freudenthal problem F,(2,100).

The setP1 is listed in Table 3; it consists of 574 elements, but has a rather
primitive structure: Every elementp ∈ P1 possesses at least two factorizations
p = xy with (x, y) ∈ Z,(2,100). Here are some simple rules for excluding certain
products fromP1: First, any product of two prime numbers is not inP1. Secondly,
any p with a prime factor greater than 50 is not inP1. Next, any number of the
form p = q3 with primeq is not inP1; otherwise, Peter would deducex = q and
y = q2 right at the beginning. Finally, any number of the formp = 2q2 with a
primeq > 10 is not inP1; otherwise, Peter could deducex = q andy = 2q.

Next, let us investigate the structure of setS2. For s ∈ S2, all compatible
productsx(s−x) must lie inP1. Hence, the following values ofsare not contained
in S2:
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p\s 2 3 4 5 6 7 8 9 10 11

1 − − − − − − − − − −

2 − 1 − − − − − − − −

3 − − 1 − − − − − − −

4 − − − 1 − − − − − −

5 − − − − 1 − − − − −

6 − − − 2 − 4 − − − −

7 − − − − − − 1 − − −

8 − − − − 2 − − 2 − −

9 − − − − − − − − 1 −

10 − − − − − 4 − − − 2
11 − − − − − − − − − −

12 − − − − − 4 2 − − −

13 − − − − − − − − − −

14 − − − − − − − 1 − −

15 − − − − − − 1 − − −

16 − − − − − − − − 1 −

17 − − − − − − − − − −

18 − − − − − − − 2 − 2
19 − − − − − − − − − −

20 − − − − − − − 1 − −

21 − − − − − − − − 1 −

22 − − − − − − − − − −

23 − − − − − − − − − −

24 − − − − − − − − 2 2
25 − − − − − − − − − −

26 − − − − − − − − − −

27 − − − − − − − − − −

28 − − − − − − − − − 1
29 − − − − − − − − − −

30 − − − − − − − − − 1

Table 1: The outcome of Denniston’s algorithm for F,(1,11).
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p\s 2 3 4 5 6 7 8 9 10 11

1 1 − − − − − − − − −

2 − 1 − − − − − − − −

3 − − 1 − − − − − − −

4 − − 2 + − − − − − −

5 − − − − 1 − − − − −

6 − − − 3 − 3 − − − −

7 − − − − − − 1 − − −

8 − − − − 2 − − 2 − −

9 − − − − 2 − − − 2 −

10 − − − − − 4 − − − 2
11 − − − − − − − − − −

12 − − − − − 4 2 − − −

13 − − − − − − − − − −

14 − − − − − − − 1 − −

15 − − − − − − 1 − − −

16 − − − − − − 2 − 2 −

17 − − − − − − − − − −

18 − − − − − − − 2 − 2
19 − − − − − − − − − −

20 − − − − − − − 1 − −

21 − − − − − − − − 1 −

22 − − − − − − − − − −

23 − − − − − − − − − −

24 − − − − − − − − 2 2
25 − − − − − − − − 1 −

26 − − − − − − − − − −

27 − − − − − − − − − −

28 − − − − − − − − − 1
29 − − − − − − − − − −

30 − − − − − − − − − 1

Table 2: The outcome of Denniston’s algorithm for F=(1,11).
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12, 18, 20, 24, 28, 30, 32, 36, 40, 42,
44, 45, 48, 50, 52, 54, 56, 60, 63, 64,
66, 68, 70, 72, 75, 76, 78, 80, 84, 88,
90, 92, 96, 98, 99, 100, 102, 104, 105, 108,

110, 112, 114, 116, 117, 120, 124, 126, 128, 130,
132, 135, 136, 138, 140, 144, 147, 148, 150, 152,
153, 154, 156, 160, 162, 164, 165, 168, 170, 171,
172, 174, 175, 176, 180, 182, 184, 186, 188, 189,
190, 192, 195, 196, 198, 200, 204, 207, 208, 210,
216, 220, 222, 224, 225, 228, 230, 231, 232, 234,
238, 240, 243, 245, 246, 248, 250, 252, 255, 256,
258, 260, 261, 264, 266, 270, 272, 273, 275, 276,
279, 280, 282, 285, 286, 288, 290, 294, 296, 297,
300, 304, 306, 308, 310, 312, 315, 320, 322, 324,
325, 328, 330, 336, 340, 342, 344, 345, 348, 350,
351, 352, 357, 360, 364, 368, 370, 372, 374, 375,
376, 378, 380, 384, 385, 390, 392, 396, 399, 400,
405, 406, 408, 410, 414, 416, 418, 420, 425, 429,
430, 432, 434, 435, 440, 441, 442, 444, 448, 450,
455, 456, 459, 460, 462, 464, 465, 468, 470, 475,
476, 480, 483, 486, 490, 492, 494, 495, 496, 500,
504, 506, 510, 512, 513, 516, 518, 520, 522, 525,
528, 532, 539, 540, 544, 546, 550, 552, 558, 560,
561, 564, 567, 570, 572, 574, 576, 580, 585, 588,
592, 594, 595, 598, 600, 602, 608, 609, 612, 616,
620, 621, 624, 627, 630, 637, 638, 640, 644, 646,
648, 650, 651, 656, 660, 663, 666, 672, 675, 680,
682, 684, 688, 690, 693, 696, 700, 702, 704, 714,
715, 720, 726, 728, 735, 736, 738, 740, 741, 744,
748, 750, 754, 756, 759, 760, 765, 768, 770, 774,
780, 782, 783, 784, 792, 798, 800, 806, 810, 812,
814, 816, 819, 820, 825, 828, 832, 836, 840, 850,
855, 858, 860, 864, 868, 870, 874, 880, 882, 884,
888, 891, 896, 897, 900, 902, 910, 912, 918, 920,
924, 928, 930, 935, 936, 945, 946, 950, 952, 957,
960, 962, 966, 968, 969, 972, 975, 980, 984, 986,
988, 990, 992, 1000, 1008, 1012, 1014, 1020, 1026, 1032,

1035, 1036, 1040, 1044, 1050, 1053, 1054, 1056, 1064, 1066,
1071, 1078, 1080, 1088, 1092, 1100, 1102, 1104, 1105, 1110,
1116, 1118, 1120, 1122, 1125, 1131, 1134, 1140, 1144, 1148,
1150, 1152, 1155, 1160, 1170, 1173, 1176, 1178, 1184, 1188,
1190, 1196, 1197, 1200, 1204, 1215, 1216, 1218, 1224, 1230,
1232, 1240, 1242, 1248, 1254, 1258, 1260, 1275, 1276, 1280,
1288, 1292, 1296, 1300, 1302, 1311, 1312, 1320, 1323, 1326,
1330, 1332, 1334, 1344, 1350, 1360, 1364, 1365, 1368, 1377,
1380, 1386, 1392, 1394, 1400, 1404, 1406, 1408, 1425, 1426,
1428, 1430, 1440, 1449, 1450, 1452, 1456, 1458, 1470, 1472,
1476, 1480, 1482, 1485, 1488, 1496, 1500, 1508, 1512, 1518,
1520, 1530, 1536, 1539, 1540, 1550, 1554, 1560, 1564, 1566,
1568, 1575, 1584, 1596, 1600, 1610, 1612, 1617, 1620, 1624,
1628, 1632, 1638, 1650, 1656, 1664, 1672, 1674, 1680, 1700,
1702, 1710, 1716, 1725, 1728, 1736, 1740, 1748, 1750, 1755,
1760, 1764, 1768, 1776, 1782, 1792, 1794, 1798, 1800, 1820,
1824, 1836, 1848, 1850, 1856, 1860, 1872, 1890, 1904, 1914,
1920, 1924, 1932, 1938, 1944, 1950, 1960, 1972, 1980, 1984,
2016, 2030, 2040, 2046, 2052, 2070, 2080, 2100, 2108, 2112,
2142, 2145, 2160, 2176, 2184, 2200, 2205, 2240, 2244, 2268,
2280, 2340, 2352, 2400.

Table 3: The setP1 for F,(2,100).
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• 55≤ s≤ 100: Forx = 53 andy = s− 53, the productxy is not inP1.

• s= 6: The product ofx = 2 andy = 4 is not inP1.

• s= 51: The product ofx = 17 andy = 34 equals 2· 172, and is not inP1.

• 8 ≤ s ≤ 54, ands even: Thens can be written as the sum of two distinct,
odd primesx andy; hence the corresponding productxy is not inP1.

• 5 ≤ s≤ 53, ands= q+ 2 for a primeq: The product ofx = 2 andy = q is
not inP1.

This leaves us with the ten numbers 11,17,23,27,29,35,37,41,47,53 as candi-
dates forS2. The following lines enumerate the compatible products for every
candidate:

s=11: 18, 24, 28, 30.

s=17: 30, 42, 52, 60, 66, 70, 72.

s=23: 42, 60, 76, 90, 102, 112, 120, 126, 130, 132.

s=27: 50, 72, 92, 110, 126, 140, 152, 162, 170, 176, 180, 182.

s=29: 54, 78, 100, 120, 138, 154, 168, 180, 190, 198, 204, 208, 210.

s=35: 66, 96, 124, 150, 174, 196, 216, 234, 250, 264, 276, 286, 294,
300, 304, 306.

s=37: 70, 102, 132, 160, 186, 210, 232, 252, 270, 286, 300, 312, 322,
330, 336, 340, 342.

s=41: 78, 114, 148, 180, 210, 238, 264, 288, 310, 330, 348, 364, 378,
390, 400, 408, 414, 418, 420.

s=47: 90, 132, 172, 210, 246, 280, 312, 342, 370, 396, 420, 442, 462,
480, 496, 510, 522, 532, 540, 546, 550, 552.

s=53: 102, 150, 196, 240, 282, 322, 360, 396, 430, 462, 492, 520, 546,
570, 592, 612, 630, 646, 660, 672, 682, 690, 696, 700, 702.

Since all listed products are inP1, we conclude that setS2 consists of 11, 17, 23,
27, 29, 35, 37, 41, 47, 53.

We turn to setP3. A productp is in P3, if and only if it is compatible with
precisely one of the sums inS2; this means thatp shows up in exactly one of the
ten enumerations listed above. For instance, the three products 18, 24, 28 only
show up fors = 11, and hence are contained inP3. The product 30 shows up
once fors= 11 and once fors= 17, and hence is not inP3. Here is a cleaned-up
version of the above enumerations, that only lists the values inP3:
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s=11: 18, 24, 28.

s=17: 52.

s=23: 76, 112, 130.

s=27: 50, 92, 110, 140, 152, 162, 170, 176, 182.

s=29: 54, 100, 138, 154, 168, 190, 198, 204, 208.

s=35: 96, 124, 174, 216, 234, 250, 276, 294, 304, 306.

s=37: 160, 186, 232, 252, 270, 336, 340.

s=41: 114, 148, 238, 288, 310, 348, 364, 378, 390, 400, 408, 414, 418.

s=47: 172, 246, 280, 370, 442, 480, 496, 510, 522, 532, 540, 550, 552.

s=53: 240, 282, 360, 430, 492, 520, 570, 592, 612, 630, 646, 660, 672,
682, 690, 696, 700, 702.

Finally, we deriveS4 = {17}, since the setP3 contains two or more compatible
products for each sums ∈ S2, except fors = 17. Hence,s = 17 andp = 52 with
x = 4 andy = 13 form the unique solution to the classical Freudenthal problem.

5 Stable solutions and phantom solutions for m=2

Martin Gardner [4] attempted to simplify the classical Freudenthal problem for his
Scientific American column: He reduced the feasible region to the smaller region
2 ≤ x, y ≤ 20, which is easier to handle but still safely contains the numbers 4
and 13 of the supposed solution. This simplification turned out to be fatal, and
hundreds of readers pointed out that Gardner’s modified problem has no solution
at all. In this section, we will discuss problem F,(2,M) under varying
feasible regions, when the boundM grows and tends to infinity.

We will write P1(M), S2(M), P3(M), S4(M) to stress that these concepts now
depend onM (whereasm = 2 is fixed). For a productp, we denote byM1(p)
respectivelyM3(p) the set of all boundsM with p ∈ P1(M) respectivelyp ∈
P3(M). Similarly, for a sums, we denote byM2(s) respectivelyM4(s) the set of
all boundsM with s ∈ S2(M) respectivelys ∈ S4(M). An interval [`, r] consists
of all integersM with ` ≤ M ≤ r, and ahalf-line [`,∞] of all M with ` ≤ M.

Theorem 1. For any sum s and any product p, the following holds true.

(a) M1(p) is either empty or a half-line.

(b) M2(s) is either empty or a half-line.

(c) M3(p) is either empty or a half-line or an interval.

(d) M4(s) is either empty or a half-line or an interval.
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Proof. Throughout we will ignore the trivial cases where the considered set
is empty.

(a) A productp is inP1(M), if and only if it has at least two distinct factoriza-
tions under the boundM. The claim now follows fromZ,(2,M) ⊆ Z,(2,M + 1).

(b) A sums lies inS2(M), if and only if all compatible productsx(s− x) are
in P1(M). By (a), this is the case if and only ifM lies in the intersection of the
corresponding half-linesM1(x(s− x)). This intersection is again a half-line.

(c) A product p lies in P3(M), if and only if exactly one of its compatible
sumsx+ p/x lies inS2(M). By (b), this is the case if and only ifM lies in exactly
one of the half-linesM2(x+ p/x), say in the half-line corresponding to sums(p).
If there are no other half-lines involved, thenM3(p) coincides with the half-line
M2(s(p)). If there are other half-lines involved, thenM3(p) is the interval that
goes from the endpoint ofM2(s(p)) to the leftmost endpoint of the remaining
half-lines. Note that in either case the left endpoint ofM3(p) coincides with the
left endpoint ofM2(s(p)).

(d) Let s be an arbitrary sum. Assume that the productspa and pb both are
compatible withs, and that there exist two valuesMa,Mb ∈ M2(s) such that
pa ∈ P3(Ma) andpb ∈ P3(Mb). Then the discussion under (c) yields thats(pa) =
s(pb) = s, and that furthermore the left endpoints ofM3(pa) andM3(pb) both
coincide with the left endpoint ofM2(s).

A sum s is in S4(M), if and only if exactly one of its compatible products
x(s− x) lies in P3(M). By (c), this is the case if and only ifM lies in exactly
one of the corresponding half-lines or intervals. By the above discussion, the left
endpoints of all these half-lines and intervals coincide with the left endpoint of
M2(s). ThenM4(s) is the region covered by exactly one of these half-lines and
intervals, and is again a half-line or an interval (or is empty).

For a pair (x, y), we denote byM(x, y) the set of all integersM for which (x, y)
is a solution to F,(2,M). Theorem 1 yields thatM(x, y) is either a
half-line or an interval. We call (x, y) a stablesolution, ifM(x, y) is a half-line,
and we call it aphantomsolution, ifM(x, y) is an interval. For instance, the pair
(67,82) is a phantom solution that is only active for the range 4.721≤ M ≤ 5.485.

Theorem 2. The pair(4,13) forms a stable solution forF,(2, ∗). The
setM(4,13)consists of all M≥ 65.

Proof. First, we discuss the cases withM ≥ 65. It is easily verified that the
six sums 11, 17, 23, 27, 35, 37 are contained inS2(65). Theorem 1.(b) implies
that these six sums are also contained in all setsS2(M) with M ≥ 65. As a
consequence, the setP3(M) does not contain any of the following six products:
30 = 5 · 6 = 2 · 15; 42= 2 · 21 = 3 · 14; 60= 3 · 20 = 4 · 15; 66= 2 · 33 =
6 · 11; 70 = 2 · 35 = 7 · 10; and 72= 3 · 24 = 8 · 9. On the other hand the
product 52= 4 · 13= 2 · 26 lies inP3(M), since 17∈ S2(M) and 28< S2(M). We
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now derive 17∈ S4(M) from this: The sum 17 can be written as 2+ 15, 3+ 14,
4+13, 5+12, 6+11, 7+10, and 8+9 with corresponding products 30, 42, 52, 60,
66, 70, and 72. Since exactly one of these products lies inP3(M), the pair (4,13)
indeed forms a solution forM ≥ 65. Next, we discuss casesM ≤ 64. We claim
that neither 19 nor 37 is inS2(M):

• 2 · 17 < P1(M) implies 19= 2+ 17 < S2(M).

• 186 < P1(M), since only 186= 6 · 31 can be a legal factorization for
M ≤ 64. (In particular the factorization 186= 3 · 62 with sum 3+ 62 > M
is not legal.) Then 186= 6 · 31 < P1(M) implies 6+ 31= 37 < S2(M).

Now suppose for the sake of contradiction that the pair (4,13) forms a solution.
Then 17∈ S2(M) and 52∈ P3(M). Since the factorizations of 70 are 2· 35,
5 · 14, and 7· 10, and since exactly one of the corresponding sums 37, 19, 17 lies
in S2(M), we get 70∈ P3(M). SinceP3(M) contains two products 52= 4 · 13
and 70= 7 · 10 compatible with the sum 17, we get 17< S4(M). Hence, the pair
(4,13) cannot be a solution forM ≤ 64.

The pair (4,13) is actually theuniquesolution of F,(2,M) for 65≤
M ≤ 1.684. ForM ≤ 64 there are no solutions, and forM ≥ 1.685 the pair (4,61)
forms a second solution. Martin Gardner conjectured in private correspondence
with John Kiltinen and Peter Young (mentioned in the introduction of [5]) that the
number of solution pairs for F,(2, ∗) should be infinite. To the best
of our knowledge, this conjecture is still open. We propose the following slight
strengthening.

Conjecture 3. F,(2, ∗) has infinitely many stable solutions.

Many stable solutions for F,(2, ∗) contain a power of 2, but not
all of them do: The pair (201,556) is a stable solution that is active for all
M ≥ 966.293. Section 8 provides additional information on stable solutions for
F,(2, ∗).

6 A meta-variant of Freudenthal

In September 2000, Clive Tooth created a kind of Meta-Freudenthal problem,
and posed it to the readers of the newsgroupsci.math on the Usenet. We
present it in a slightly modified form that is built around the solutions of prob-
lem F=(2,5.000).

The teacher says to Peter and Sam: I have secretly chosen two integers
x andywith 2 ≤ x ≤ yandx+y ≤ 5.000. I have told their sums= x+y
only to Sam and their productp = xyonly to Peter.
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1. Peter says: I don’t know the numbersx andy.

2. Sam replies: I already knew you didn’t know.

3. Peter says: Oh, then I do know the numbersx andy.

4. Sam says: Oh, then I also know them.

Up to this point, John has listened quietly to the conversation.

5. John complains: But I still don’t know the numbersx andy.

6. Sam replies: But if we told you the valuex, then you could
determiney.

7. John says: Oh, then I do know the numbersx andy.

Determinex andy!

Denniston’s algorithm for F=(2,5.000) yields ten possible solution
pairs that agree with the first four statements of the conversation; these ten pairs
are listed in Table 4. Since the valuesx = 4, x = 16, x = 32, andx = 64 do not
uniquely determine the correspondingy, we conclude (together with John) that
the answer must be the (phantom) solutionx = 67 andy = 82.

1 2 3 4 5 6 7 8 9 10
x 4 4 4 16 16 32 32 64 64 67
y 13 61 229 73 111 131 311 73 309 82
s 17 65 233 89 127 163 343 137 373 149
p 52 244 916 1.168 1.776 4.192 10.976 4.672 19.776 5.494

Table 4: Ten intermediate solutions for the Meta-Freudenthal problem.

If the meta-variant is built around problem F,(2,5.000) instead of
F=(2,5.000), thenx = 67 andy = 82 remains the unique answer.
However, the line of argument changes slightly, since F,(2,5.000)
only possesses five feasible solutions, which are the first, second, fourth, fifth,
and tenth solution in Table 4.

7 A Mediterranean variant of Freudenthal

The Mediterranean Mathematical Olympiad(MedMO) is an annual mathemat-
ical competition for high-school students from all countries which either have a
Mediterranean coast or are adjacent to a country with a Mediterranean coast. Here
is a slightly adapted version of the first problem posed at MedMO’2005:
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The teacher says to Peter and Sam: I have secretly chosen two positive
integersx andy with x ≤ y. I have told their sums = x + y to Sam
and their productp = xy to Peter.

1. Sam says: You are not able to determines.

2. Peter says: Aha. But now I know thats= 136.

Determinex andy!

Note that Sam’s statement #1 summarizes and contracts the first and second state-
ment in the Freudenthal problem F=(1, ∗): Peter is not able to work out
the numbersx andy from the productp, and Sam is aware of this fact. We will
demonstrate below that at the end of the conversation, Peter and Sam both know
the numbersx andy. Hence, the above conversation is equivalent to the standard
Freudenthal problem, except that Peter explicitly reveals the sums = 136 to the
reader.

If we replace the value 136 in the conversation by an arbitrary positive in-
tegerz, then we arrive at the Mediterranean Freudenthal problem M(z). In
this section, we will fully analyze and understand all these Mediterranean prob-
lems. Some standard definitions: A divisord of a positive integerz is proper, if
1 < d < z. An integerz ≥ 2 is composite, if it has some proper divisor. Our
analysis is structured into three observations.

First: Consider the moment just before statement #1. If the productp is prime,
then Peter would already know at that moment thatx = 1 and thaty = p. If the
product p is composite, then Peter cannot distinguish between the case where
x = 1 and the case wherex is the smallest proper divisor ofp. This yields thatp
must be composite.

Second: We conclude that statement #1 is equivalent to the following: For
all positive integersx andy with x + y = s, the productxy is composite. And it
is not hard to see that this statement simply boils down to: The numbers− 1 is
composite.

Third: Let 1 = d1 < d2 < · · · < dk be an enumeration of the divisors ofp
that are less or equal to

√
p. Then at the time point just before statement #2, the

valuessi := di+ p/di (i = 1, . . . , k) are Peter’s current candidate values for the sum
s. The Mediterranean problem has a solution, if and only if Peter can exclude all
these candidates except one. And Peter can exclude the candidatesi, if and only
if si − 1 is prime. Consequently, with a single exception all the valuessi − 1 must
be prime. And we already have identified this single exception: Sinced1 = 1, the
values1− 1 = d1+ p/d1− 1 equalsp, and we observed above thatp is composite.
Hence,p = s− 1, x = 1, andy = p.

We summarize the above observations in the following theorem.
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Theorem 4. Let z ≥ 2 be an integer. The Mediterranean problemM(z) is
well-posed and possesses a unique solution, if and only if z is a so-called Mediter-
ranean number, that is, a number that satisfies the following properties:

• z− 1 is composite

• d + (z− 1)/d − 1 is prime, for any proper divisor d of z− 1

Furthermore, the unique solution in this case is x= 1 and y = z− 1, and the
corresponding product is p= z− 1.

Let us quickly verify this theorem for problem M(136), the well-posed prob-
lem from MedMO’2005: Clearly 135 is composite. The factorizations of 135 into
two proper factors are 3·45, 5·27, and 9·15. And indeed, the three corresponding
candidate sums 3+45−1 = 47, 5+27−1 = 31, and 9+15−1 = 23 all are prime.
Therefore 135 is a Mediterranean number, and the unique answer for M(136) is
x = 1 andy = 135.

The reader may want to check that 5, 9, 10, 16, 28, 33, 34, 36, 46, and 50
are the first ten Mediterranean numbers. Also 666 (the number of the beast) is
a Mediterranean number. Altogether, 39.821 of the integers below 1.000.000 are
Mediterranean numbers. We leave the following challenge to the reader: Is there
a polynomial time algorithm for deciding whether a given numberz is Mediter-
ranean?

8 More stable solutions and phantom solutions

This section continues the discussion in Section 5. We investigate the solution sets
for F,(m,M) and F=(m,M) asM grows whilem is fixed.
Theorem 1 easily generalizes tom ≥ 1, and thus yields the classification into
stable solutions and phantom solutions for any fixedm≥ 1.

Let us start with the casem = 1. The stable solutions for problem
F=(1, ∗) are easy to describe, since they are closely related to Theo-
rem 4: A pair forms a stable solution, if and only if it is of the form (1, z−1) where
z is a Mediterranean number. The stable solutions for problem F,(1, ∗)
can be characterized in a similar fashion: A pair is a stable solution, if and only if
it is of the form (1, z−1) wherezsatisfies the following two almost-Mediterranean
properties:

• z− 1 is neither prime, nor the square of a prime

• d + (z− 1)/d − 1 is prime or the square of a prime, for any proper divisord
of z− 1 with d2 , z− 1
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F=(2,M) F,(2,M)

x y x+ y ∈ S2 solution x+ y ∈ S2 solution

4 13 28≤ M 65≤ M 28≤ M 65≤ M
4 61 124≤ M 869≤ M 173≤ M 1.685≤ M

32 131 317≤ M 1.505≤ M 317≤ M 9.413≤ M
16 73 169≤ M 1.970≤ M 169≤ M 1.970≤ M
16 111 233≤ M 2.522≤ M 233≤ M 2.522≤ M
32 311 677≤ M 3.832≤ M 677≤ M 6.245≤ M
64 73 265≤ M 4.037≤ M 265≤ M 6.245≤ M
4 229 460≤ M 4.628≤ M 460≤ M 6.893≤ M
8 239 485≤ M 7.787≤ M 485≤ M 72.365≤ M
4 181 364≤ M 7.898≤ M 1.373≤ M 237.173≤ M

16 163 349≤ M 7.940≤ M 349≤ M 7.940≤ M
64 127 367≤ M 9.104≤ M 367≤ M 9.104≤ M

F=(3,M) F,(3,M)

x y x+ y ∈ S2 solution x+ y ∈ S2 solution

13 16 49≤ M 98≤ M 49≤ M 125≤ M
16 73 169≤ M 961≤ M 169≤ M 9.413≤ M
64 127 367≤ M 1.783≤ M 367≤ M 5.045≤ M
16 133 283≤ M 2.767≤ M 283≤ M 6.893≤ M
16 163 349≤ M 5.300≤ M 349≤ M 5.300≤ M
16 223 469≤ M 5.761≤ M 469≤ M 332.933≤ M
64 367 847≤ M 5.821≤ M 847≤ M 18.773≤ M
16 193 403≤ M 7.229≤ M 403≤ M 7.229≤ M
64 457 1.024≤ M 9.349≤ M 1.024≤ M 36.485≤ M

Table 5: Some stable solutions form= 2 andm= 3.

Since the arguments are similar to those in Section 7, we leave all details to
the reader. The smallest stable solution for F=(1, ∗) is (1,4), which
is active for all M ≥ 11. The smallest stable solution for F,(1, ∗)
is (1,6), which is active for allM ≥ 23. There are plenty of phantom solu-
tions for F=(1, ∗) and F,(1, ∗), and they do not seem to
have interesting properties. We only mention that the phantom solution (3,4) for
F=(1, ∗) is particularly simple and can be verified by hand; it is active
for the range 16≤ M ≤ 22.

Now let us turn tom= 2 andm= 3. The left half of Table 5 lists all stable so-
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F=(2,M) F,(2,M)

x y active in the interval active in the interval

64 309 4.625≤ M ≤ 13.168 187.493≤ M ≤ 1.739.764
67 82 4.721≤ M ≤ 5.485 4.721≤ M ≤ 5.485

139 192 10.975≤ M ≤ 17.788 ——
149 188 12.353≤ M ≤ 14.004 ——
83 248 —— 17.789≤ M ≤ 19.324
96 241 —— 16.133≤ M ≤ 22.804

Table 6: Some phantom solutions form= 2.

lutions for F=(2, ∗) and F=(3, ∗) that enter the scene before
M = 10.000. The right half of the table lists the corresponding data for problems
F,(2, ∗) and F,(3, ∗). Note that the stable solutions in both
halves of the table are the same. This is not just a lucky coincidence:

Theorem 5. Assume that the following modification of Goldbach’s conjecture
holds true: Every even number s≥ 8 can be written as the sum of two distinct
primes. Then for m= 2 and m= 3, the stable solutions ofF=(m, ∗)
coincide with the stable solutions ofF,(m, ∗).

Proof. Since we deal with stable solutions, the upper boundsM do not play
any role and will be ignored throughout. We observe thatS2 only contains odd
numbers: The sumss = 4 ands = 6 obviously cannot be inS2. Modified Gold-
bach yields that every even sums ≥ 8 is compatible with the product of two
distinct primes, and hence not inS2.

Now consider a product of the formq4, whereq is prime. This product has at
most one factorizationq4 = xy with (x, y) ∈ Z,(m, ∗), but may have two distinct
factorizations with (x, y) ∈ Z=(m, ∗). The main difference between the two variants
(without upper boundM) is that these productsq4 will show up in the setP1 for
one variant, but not inP1 for the other variant. However this will not affect the sets
S2, sinceS2 only contains odd numbers, whereas the factorizations ofq4 concern
the even numbersq+ q3 and 2q2.

We have checked all pairs (x, y) with x + y ≤ 50.000 with the help of
a computer program. Among these pairs there are 1.796 stable solutions and
689 phantom solutions for F=(2, ∗) and F,(2, ∗), and there
are 804 stable solutions and 288 phantom solutions for F=(3, ∗) and
F,(3, ∗). Some of the phantom solutions form= 2 are listed in Table 6.
The smallest phantom solution form = 3 is (123,128); it is active in the interval
[2.870,10.480] for F=(3, ∗) and active in the interval [6.893,10.480]
for F,(3, ∗).
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The behavior of the cases withm ≥ 4 is not understood. We are not aware
of any solution forany of these problems. In particular, we have not found any
solutions (x, y) with x+ y ≤ 50.000.

Conjecture 6. For m≥ 4, problemsF=(m, ∗) andF,(m, ∗)
do not have any solutions.

9 Yet another Freudenthal problem

All the Freudenthal problems discussed in this article contained a statement of the
type“I already knew that you didn’t know”, which in some sense is their common
theme. Here is a final puzzle of this type:

The teacher says to Peter and Sam: I have secretly chosen two integers
x andy with 1 ≤ x ≤ y. I have told their sums = x + y only to Sam
and their productp = xyonly to Peter.

1. Peter says: I don’t know the numbersx andy.

2. Sam says: I already knew that. The sum is less than 14.

3. Peter says: I already knew that. But now I know the numbersx
andy.

4. Sam says: Oh, then I also know them.

Determinex andy!

It is not difficult to show thatx = 2 andy = 9, and we leave this to the reader.
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Abstract

Subproblems have become an important object of NP-completeness the-
ory since its beginning. In this paper, we show some undesirable conse-
quences for subproblems deduced by the standard foundation of the theory,
which are different from the practical viewpoint of computation. By the con-
sequences, we clarify further the range in which the standard foundation is
applicable to decision problems.

Keywords: NP-completeness theory, complexity, subproblems, decision problems

1 Introduction

NP- completeness theory has been widely used to prove the computational com-
plexity of various problems in mathematics, computer science, cryptography, etc.

Subproblems are obtained from the original problems by giving some restric-
tions to the allowed instances. The 3-CNF satisfiability problem, the planar graph
3 colorability problem and so on are well-known subproblems. Sometimes the
analysis of computational characteristics of subproblems are of very importance
in the practical application as well as the theoretical viewpoint. From the fact that
subproblems are also a kind of problems and their important role in both theoreti-
cal and practical aspects, they have become an object of NP-completeness theory
since its beginning [3, 13]. Now we have an amount of subproblems whose com-
plexity has been described by the terms of NP-completeness theory [8, 2, 5, 12].

However, we do not feel free when we apply the standard NP-completeness
theory to subproblems. In [9, 10], it has been mentioned that for a subproblem
with the set of instances not recognizable in polynomial time, its complexity is
not necessarily preserved by transforming into a language recognition according
to the standard foundation. As such an example, the problem of deciding whether

∗This work was done in part during the author’s stay in Department für Informartik, Universität
Oldenburg by the fellowship from the Alexander von Humboldt Foundation.

†Department of Computer Science, University of Science, Pyongyang, DPR Korea
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a Hamiltonian graph is 3-colorable has been considered. In [14], it has been con-
sidered that we can not apply the standard foundation to such cases as the problem
of deciding whether a 3-colorable graph is planar.

In this paper, we present some undesirable consequences, including the results
in [14], for subproblems different from the viewpoint of practical computation
but deduced from the definitions of standard NP-completeness theory. By the
consequences, we clarify further the range in which the standard foundation is
applicable to decision problems.

2 Standard foundation of NP-completeness theory

In this section, we describe the fundamental concepts of the standard theory of
NP-completeness, referring mainly to [8, 11].

A decision problemΠ is a general question to require either “yes” or “no” as its
answer.Π consists of 2 kinds of setsDΠ andYΠ of instances, i.e.Π = (DΠ,YΠ),
whereDΠ is the set of all instances andYΠ the subset ofDΠ consisting of all
instances with “yes” answer.L ⊆ Σ∗ is said to be a language over a finite alphabet
Σ, whereΣ∗ is the set of all strings consisting of symbols inΣ with finite lengths.

The correspondence between a decision problem and a language is made by an
encoding schemee : DΠ → Σ∗. A problemΠ and its encoding schemee separate
Σ∗ into 3 classes of strings: the class of strings which represent the instances with
“yes” answer, the class of strings with “no” answer, and the class of strings which
do not represent even any instance. The problemΠ is formalized by the first class
of strings under the encoding schemee, and this class is denoted byL[Π,e].

Definition 2.1. P is the class of all the languages recognizable by deterministic
Turing machines in polynomial time. A decision problemΠ is said to be in the
class P if the languageL[Π,e] is in P under a reasonable encoding schemee.

Definition 2.2. NP is the class of all the languages recognizable by nondetermin-
istic Turing machines in polynomial time. A decision problemΠ is said to be in
the class NP if the languageL[Π,e] is in NP under a reasonable encoding scheme
e.

Definition 2.3. A languageL1 ⊆ Σ
∗
1 is polynomially reducible to a language

L2 ⊆ Σ
∗
2 , denoted byL1 ∝ L2, if there is a mappingf : Σ∗1→ Σ

∗
2 as follows:

1. f is computable by a deterministic Turing machine in polynomial time,
2. for all x ∈ Σ∗1, x ∈ L1 if and only if f (x) ∈ L2. Let Π1, Π2 be de-

cision problems ande1, e2 their reasonable encoding schemes, respectively. If
L[Π1,e1] ∝ L[Π2,e2], then we say thatΠ1 is polynomially reducible toΠ2 and
denote asΠ1 ∝ Π2.
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In the problem level, a polynomial reduction of a decision problemΠ1 to a
decision problemΠ2 means the existence of a mappingf : DΠ1 → DΠ2 as follows:

1. f is computable by a polynomial algorithm,
2. for all I ∈ DΠ1, I ∈ YΠ1 if and only if f (I ) ∈ YΠ2.

Definition 2.4. A languageL is said to be NP-hard ifL′ ∝ L for eachL′ ∈ NP.

Definition 2.5. A languageL is said to be NP-complete ifL ∈NP andL is NP-
hard. A decision problemΠ is said to be NP-complete(or hard) if the language
L[Π,e] is NP-complete(or hard) under a reasonable encoding schemee.

Similarly to the above way, the other classes such as PSPACE, EXPTIME,
EXPSPACE etc. and their hardness, completeness are defined.

3 Subproblems and standard foundation

As seen in the above section, the standard foundation of NP-completeness the-
ory was established on the basis of the transformability of (solving) a decision
problem into (recognizing) a language and the convenience for the development
of complexity theory by the well-formed language theoretical approach [1, 8, 11].

A subproblem of a problemΠ = (DΠ,YΠ) is a problemΠ′ = (D′
Π
,Y′
Π
) such that

D′
Π
⊆ DΠ andY′

Π
= YΠ ∩ D′

Π
[8]. Because subproblems are a kind of problems, it

is certain that they have become an object of the application of NP-completeness
theory [3, 13, 8, 2, 5]. Whenever we face a subproblem likely to be important in
the practical or theoretical view, we tend to analyze its computational complexity
in terms of the NP-completeness theory if it is decidable. However, as we men-
tioned in the section of Introduction, the standard foundation of NP-completeness
theory can cause some undesirability with subproblems.

In this section, we present such undesirability caused with subproblems, which
is hardly accepted in the viewpoint of practical computation. The first to mention
is that the different subproblems in the problem level can be appeared in the lan-
guage level as if they are the same problem.

For example, consider the 3-colorability problem for planar graphs (in other
words, planar graph 3-colorability) and the planarity problem for 3-colorable
graphs. To transform these 2 subproblems into languages, we use the follow-
ing reasonable encoding scheme overΣ = {0,1, ∗} for graphs which was given in
Cook [3]: a graphG is represented by the string consisting of the successive rows
of its adjacency matrix, separated by∗s. Then since the sets of yes instances of
the 2 problems under consideration are the same as the set of 3-colorable planar
graphs, the 2 languages corresponding to them also become the same language
overΣ.
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Similarly, consider the deadlock(ability) problem for 1-safe free choice Petri
nets and the 1-safeness problem for deadlockable free choice Petri nets [2, 15].
For these 2 subproblems, we can use the following reasonable encoding scheme
for marked free choice Petri nets over an alphabetΣ = {0,1, ∗} which is analogous
to the one of [3, 5]: a marked free choice net (C, µ0) is represented by 2 substrings,
concatenated by double∗s, forC andµ0, respectively. The substring forC consists
of the successive rows of its incidence matrix, separated by∗s. The one forµ0

consists of the successive binary numbers of its elements, separated by∗s. Then
since the sets of yes instances of the 2 subproblems are both the set of 1- safe
deadlockable marked free choice nets, the 2 languages overΣ corresponding to
the problems are the same.

In general, if the sets of properties involved in describing different (sub)prob-
lems are the same, then the problems can be transformed into a same language
under a reasonable encoding scheme irrespective of whether the properties are
in Givens or Questions. In such cases, the different problems are regarded in
the formal level as if they were the same problem, since their formal models are
languages. However, this is never accepted by computer scientists.

The second to say with the standard foundation is that the reduction in the
language level does not become just the one in the problem level. For example,
consider the reduction ofΠ = (DΠ,YΠ) toΠ1 = (DΠ1,YΠ1) orΠ2 = (DΠ2,YΠ2) such
thatYΠ1 ⊆ YΠ2 and (DΠ1 \YΠ1)∩ (DΠ2 \YΠ2) = ∅. Let ebe the reasonable encoding
scheme forΠ. Let e12 be the reasonable encoding scheme over an alphabetΣ for
Π1 andΠ2. Then the reduction ofL[Π,e] to L[Π1,e12] ⊆ Σ∗ also becomes the
one ofL[Π,e] to L[Π2,e12] ⊆ Σ∗, and henceΠ is reducible toΠ2 according to the
standard foundation. But such a reduction can never become a reduction ofΠ to
Π2 in the problem level, which can be called apseudo-reduction.

The third to say is that there really exist such subproblems ofΠ in P (or NP)
which are not in P (or NP). For example, consider the planarity problem for 3-
colorable graphs. Since the planarity problem for general graphs is in P[8], it is
certain that the one for 3-colorable graphs is solvable in polynomial time. But
according to the standard definition of NP-completeness theory, we can deduce
the following proposition.

Proposition 3.1. The planarity problem for 3-colorable graphs is NP-complete.

Proof. As we considered in the above, under a reasonable encoding scheme
the language corresponding to this problem is the same as the language to the
3-colorability problem for planar graphs. LetL be the language. Since the 3-
colorability problem for planar graphs is NP-complete by Theorem 4.2 in [8],L
is NP-complete. Therefore the problem under consideration to whichL is corre-
sponding is NP-complete. Q.E.D.
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With the conjecture P⊂NP the above problem can not be said to be in P de-
spite the problem is solvable in polynomial time. As a similar example, consider
the halting problem for free (program) schemas. For any free schema it is not a
halting one if and only if there is a LOOP statement or a cycle in it [16]. Since
the existence problem of a cycle is equivalent to that of a strongly connected com-
ponent in directed graphs and the latter is solvable in polynomial time [1], the
halting problem for free schemas and its complement are both solvable in poly-
nomial time. But from the standard foundation of NP-completeness theory the
following proposition is obtained.

Proposition 3.2. At least one of the halting problem for free schemas and its
complement is not solvable in finite time as well as in polynomial time.

Proof. LetΠ be the halting problem for free schemas andΠc its complement
problem. Lete be a reasonable encoding scheme for program schemas. Since the
freeness problem for schemas is not even partially decidable (see property 3 at
page 270 in [16]), thene(DΠ) is not recursively enumerable. Then, sincee(DΠ) =
e(YΠ) ∪ e(YΠc), at least one ofe(YΠ) ande(YΠc) is not recursively enumerable. On
the other hand, sincee(YΠ) = L[Π,e] ande(YΠc) = L[Πc,e], at least one ofL[Π,e]
andL[Πc,e] is not recursively enumerable, i.e. for at least one of these there exists
no deterministic Turing machine recognizable it. Therefore at least one ofΠ and
Πc is not solvable in finite time as well as in polynomial time. Q.E.D.

As another example, consider the deadlock problem for 1-safe free choice
Petri nets. Since the deadlock problem for free choice Petri nets is NP-complete
(see Theorem 14 in [2]), it should be apparent that each of its subproblems in-
cluding the one under consideration might be either NP-complete or polynomial
solvable (see page 80 in [8]). But we can deduce the following proposition ac-
cording to the standard foundation of NP-completeness theory.

Proposition 3.3. The deadlock problem for 1-safe free choice Petri nets is
PSPACE-hard.

Proof. As we considered in the first part of this section, under a reasonable
encoding scheme the language corresponding to this problem is the same as the
one to the 1-safeness problem for deadlock(able) free choice Petri nets. LetL
be the language. Since the 1-safeness problem for deadlock(able) free choice
Petri nets is PSPACE-hard by Theorem 14 in [15],L is PSPACE-hard. Therefore
the problem under consideration to whichL is corresponding is PSPACE-hard.
Q.E.D.

As long as NP⊆ PSPACE, the above problem can not be said to be in NP
despite the problem is solvable in nondeterministically polynomial time. As con-
sidered in the above, some undesirable consequences which are hard to be ac-
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cepted in the viewpoint of practical computation can be obtained from the stan-
dard foundation of NP-completeness theory with subproblems. Especially, from
the propositions above we can be aware of that if the complexity of recognizing
the instances of a problem is so stronger than the complexity of solving the prob-
lem itself that we can not preserve the complexity class of the problem then we
may come not to apply the standard foundation to the problem. However, we can
not say that the above statement holds for all such cases. For example, consider
the liveness problem for bounded free choice Petri nets. This problem can be solv-
able in polynomial time [6], while the recognition of its instances can not be said
to be in polynomial time since it is PSPACE-hard by Corollary 17.2 in [15]. And
its language under a reasonable encoding scheme is in P. The reason is as follows.
Since the liveness and boundedness problem for free choice Petri nets is in P by
Corollary 6.18 in [4] and the set of yes instances of this problem is the same as the
one of the problem under consideration, their languages are the same; therefore
our problem is also in P as we considered in this section.

4 Conclusion

In this paper, we presented some undesirable consequences deduced with sub-
problems from the standard foundation of NP-completeness theory, which are
hardly accepted in the viewpoint of practical computation. Based on these con-
sequences, we considered about that in which cases we can apply the standard
foundation of NP-completeness theory and in which cases we can not.

In the cases that we could not apply the standard foundation, it would be in-
dispensable for us to use the promise problem extension of the standard theory,
which has been originated by Even-Selman-Yacobi [7] and systemized by Gol-
dreich [9, 10]. In my opinion, promise problems are a kind of yes/no problems
[16], which can be defined in the same way as decision problems described in this
paper. If we extend slightly the concept of languagesL overΣ into the concept
of domain languages (L,DΣ) overΣ and transform a problemΠ = (DΠ,YΠ) into a
domain language (e(YΠ),e(DΠ)) under a reasonable encoding schemee similarly
to [14], then we can get the same variant as the promise problem extension.
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This contribution is unusual in content. It is about the life and death of Joseph
Goguen, a colleague who devoted his life to science. Joseph Goguen was born on
June 28, 1941, and died on the early hours of July 3, 2006, just a few days after the
Festschrift Symposium that we organized in his honor around his 65th birthday at
the University of California at San Diego.

Joseph had been diagnosed with cancer last February. Prior to that, the three
of us had been organizing the Festschrift volume and Symposium in his honor.
Joseph wanted us to go ahead with this symposium in spite of his failing health.

The amazing and wonderful thing is that Joseph was able to be present at all
the main events of the symposium : at the opening and first session; at a piano
recital by his wife Ryoko; at a banquet on his 65th birthday; and at the closing.
And he said some words at each of these events. One theme that he insisted on
several times was his encouragement for all of us to collaborate and help each
other.
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The symposium itself was a wonderful event, both scientifically, and because
of the great warmth that everybody showed to Joseph. And we know that it meant
a lot to him; so much so that he gathered super-human strength to be present in it,
even though his life was quickly ebbing away. And his humor, while being fully
aware that he was dying, had a special spark and joyfulness to it; a joyfulness and
serenity that he communicated to all of us who had the fortune of seeing him in
those last days. Something worth mentioning, because it is a wonderful example
of true friendship, is that Rod Burstall, emeritus professor at the University of
Edinburgh and a long-time close friend and colleague of Joseph’s, moved to San
Diego for the last two months of Joseph’s life to spend time with him and to help
out in all kinds of ways.

The great impact and influence that Joseph’s scientific ideas have had on com-
puter science, and in particular on semantics and formal methods is briefly ex-
plained in the preface we wrote for the Festschrift [1], which is partly reproduced
below. The Festschrift [1] also contains a full bibliography of Joseph Goguen’s
published work. One amazing thing is the breadth of it all; in particular, his sys-
tematic and sustained effort to connect the humanities, specially in areas relevant
to computing and its social impact, with mathematical models and with computer
science. We think that the papers in the volume speak for themselves and provide
a wonderful overview of Joseph Goguen’s enormously influential ideas in one of
the best ways possible, namely, by reflecting on how they have become and are
part of a vast scientific dialogue. In the preface of [1] we wrote:

Joseph Goguen is one of the most prominent computer scientists worldwide.
His numerous research contributions span many topics and have changed
the way we think about many concepts. Our views about data types, pro-
gramming languages, software specification and verification, computational
behavior, logics in computer science, semiotics, interface design, multime-
dia, and consciousness, to mention just some of the areas, have all been
enriched in fundamental ways by his ideas.

Considering just one strand of his work, namely the area of Algebraic Spec-
ifications, his ideas have been enormously influential. The concept of ini-
tiality (or co-initiality) that he introduced is now a fundamental concept
in theoretical computer science applied in many subfields. The Clear for-
mal specification language was the first language with general theory com-
position operations based on categorical algebra. Such generality inspired
Goguen and Burstall to propose institutions as a meta-logical theory of log-
ics, so that Clear-like languages could be defined for many logics. The
OBJ language, one of the earliest and most influential executable algebraic
specification languages, also incorporated the Clear ideas. Categorically-
based module composition operations had an enormous influence not only
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in formal specification, but also in software methodology: his parameter-
ized programming methodology predates by about two decades more recent
work on generic programming. These ideas, and many others that he has
pioneered, reverberate through the pages of the Festschrift, in which entire
chapters are devoted to some of them. Furthermore, there are several regu-
lar scientific meetings of an international scope, including the CALCO and
AMAST conferences and the WADT Workshop, dedicated to ideas either
initiated or directly influenced by Joseph Goguen. There are also a number
of important languages that have been influenced by his CLEAR and OBJ
algebraic specification languages, including: ACT1, ML, CASL, Maude,
CafeOBJ, and ELAN.

A common thread in his work is the use of abstract algebra, particularly
of categorical algebra, to get at the core of each problem and formulate
concepts in the most general and useful way possible. Algebraic and log-
ical methods are then deployed to provide a rigorous account of meaning,
both in computational systems and in semiotic systems. Furthermore, in
areas in which social aspects are involved, a humanistic perspective is com-
bined with mathematical and computational perspectives to do justice in a
non-reductionist and critical way to a wide range of human phenomena, in-
cluding phenomena arising from the use or misuse of computer systems in
concrete social situations.

We feel privileged to have edited the Festschrift, and for having been able to
be with him at the symposium shortly before his death. For us it has been a way
of expressing our admiration, our gratitude, and our friendship to Joseph Goguen.
The four of us worked closely together at SRI’s Computer Science Laboratory
designing and implementing the OBJ2 language during the 1983–4 academic year.
The scientific enthusiasm, camaraderie, and friendship of that relatively short but
very influential period have grown over the years and have had a great impact on
our lives.

His death is a great loss for many of us, not only as a brilliant and most influ-
ential colleague, but above all as a dear friend. And we share in the sadness of his
family, and of many other friends who were touched by his life.
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1926–2006

Professor Zdzisław Pawlak, Member of the Polish Academy of Sciences, will be
remembered as a great human being with exceptional humility, wit and kindness
as well as an extraordinarily innovative researcher with exceptional stature. His
research contributions have had far-reaching implications with many of them play-
ing a fundamental role in establishing new perspectives for scientific research in a
wide spectrum of fields.

Zdzisław Pawlak was born on 10 November 1926 in Łódź, 130 km south-
west from Warsaw, Poland1. In 1947, Pawlak began his studies in the Faculty
of Electrical Engineering at Łódź University of Technology, and then from 1949
continued his studies in the Telecommunication Faculty at Warsaw University of
Technology. In 1950, he presented the first project of a computer in Poland, called
GAM 1. He completed his M.Sc. in Telecommunication Engineering in 1951. His
publication in 1956 on a new method for random number generation was the first
publication abroad in informatics by a researcher from Poland. In 1958, Pawlak
completed his doctoral degree from the Institute of Fundamental Technological
Research at the Polish Academy of Science with a Thesis on Applications of
Graph Theory to Decoder Synthesis. In 1961, Pawlak was also a member of a

1Wikipedia summary of the life and work of Z. Pawlak:
http://pl.wikipedia.org/wiki/Zdzislaw_Pawlak
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research team that constructed one of the first computers in Poland called UMC 1.
Pawlak received his habilitation from the Institute of Mathematics at the Polish
Academy of Sciences in 1963. In his habilitation "Organization of Address-Less
Machines", he proposed and investigated parenthesis-free languages, a general-
ization of polish notation introduced by Jan Łukasiewicz.

During succeeding years, Pawlak worked at the Institute of Mathematics at
Warsaw University and, in 1965, introduced the foundations for modeling DNA
and what has come to be known as molecular computing. In 1968, he proposed a
new formal model of a computing machine known as thePawlak machinewhich
was based on the addressing structure of contemporary computers. During the
1970s, Pawlak introduced knowledge representation systems as a result of his
broader research on the mathematical foundations of information retrieval. This
led to his most widely recognized contribution, namely, his brilliant approach to
classifying objects with their attributes (features) and his introduction of approxi-
mation spaces, which establish the foundations of granular computing and provide
frameworks for perception and knowledge discovery in many areas.

During the early 1980s, he worked at the Institute of Computer Science of
the Polish Academy of Sciences, where he introduced rough sets and the idea of
classifying objects by means of their attributes2. Rough set theory has its roots
in Pawlak’s research on knowledge representation systems. Rather than attempt
exact classification of objects with attributes (features), Pawlak considered an ap-
proach to solving the object classification problem in a number of novel ways.
First, in 1973, he introduced knowledge representation systems. Then, in 1981,
he introduced approximate descriptions of sets of objects and considered knowl-
edge representation systems in the context of upper and lower classification of
objects relative to their attribute values. During the succeeding years, Pawlak
refined and amplified the foundations of rough sets and their applications and nur-
tured worldwide research in rough sets that has led to over 4000 publications3.
The consequences of this approach to the classification of objects relative to their
feature values have been quite remarkable and far-reaching. The work on knowl-
edge representation systems and the notion of elementary sets have profound im-
plications when one considers the problem of approximate reasoning and concept
approximation. Also, during the 1980s, Pawlak invented a new approach to con-
flict analysis.

2Z. Pawlak, Rough Sets. Research Report PAS 431, Institute of Computer Science, Polish
Academy of Sciences (1981); Z. Pawlak, Classification of Objects by Means of Attributes. Re-
search Report PAS 429, Institute of Computer Science, Polish Academy of Sciences, ISSN 138-
0648, January (1981); Z. Pawlak, Rough sets. International J. Comp. Inform. Science 11 (1982)
341-356; Z. Pawlak, Rough Sets – Theoretical Aspects of Reasoning about Data, Kluwer Aca-
demic Publishers, Dordrecht, 1991.

3See, e.g., Rough Set Database System,http://rsds.wsiz.rzeszow.pl/.
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Professor Zdzisław Pawlak was with us only for a short time and, yet, when
we look back at his accomplishments, we realize how greatly he has influenced us
with his generous spirit and creative work in many areas such as approximate rea-
soning, intelligent systems research, computing models, mathematics (especially,
rough set theory), molecular computing, pattern recognition, philosophy, art, and
poetry. As many can readily testify, Pawlak gave generously his time and energy to
help others. His spirit and insights have influenced many researchers worldwide.
During his life, he manifested an extraordinary talent for inspiring his students
and colleagues as well as many others outside his immediate circle.

Andrzej Ehrenfeucht, James F. Peters, Grzegorz Rozenberg, Andrzej Skowron
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A:  M  A
AMA

A ESF S C 
P  E S (PESC) P

M 2005–M 2010

Abstract

AutoMathA (Automata: from Mathematics to Applications) is an inter-
national research programme of the European Science Foundation (ESF).
As it lies at the crossroad of mathematics, theoretical computer science and
applications, it is expected to catalyse progress in both theoretical and prac-
tical directions. Main activities of the programme are to provide a full finan-
cial support for visits/exchanges among the programme participants (usually
for short periods, typically two weeks), to organize workshops and schools
for programme participants and to sponsor conferences in the area of Au-
toMathA. All applications should be submitted via the online application
forms available on AutoMathA webpage (www.esf.org/automatha).

Automata theory (AT) is one of the longest established areas in computer sci-
ence. Over the past few years AT has not only developed in many different direc-
tions but has also evolved in an exciting way at several levels: the exploration of
specific new models and applications has at the same time stimulated a variety of
deep mathematical theories. Standard applications of AT include pattern match-
ing, syntax analysis and software verification. In recent years, novel applications
of automata-theoretic concepts have emerged from biology, physics, cognitive sci-
ences, neurosciences, control, tomography, linguistics, mathematics, etc., while
developments in information technology have increased the need for formally
based design and verification methods to cope with emerging technical needs such
as network security, mobile intelligent devices and high performance computing.
At the same time, the mathematical foundations of AT rely on more and more
advanced areas of mathematics. While in the early 1960s only elementary graph



214 214

214 214

BEATCS no 90 MISCELLANEOUS

206

theory and combinatorics were required, new tools from non-commutative alge-
bra (semigroups, semirings and formal power series), logic, probability theory
and symbolic dynamics have been successively introduced and the latest devel-
opments borrow ideas from topology and geometry. Both trends have enhanced
the role of fundamental research in AT and the importance of closer interaction
between theoretical and applied scientists. This multidisciplinary programme lies
at the crossroads of mathematics, theoretical computer science and applications.
By setting up a framework where new applications of AT and theoretical insights
can be communicated and shared by an open and qualified group of European
scientists, this programme will catalyse progress in both directions.

Activities

The programme includes the following planned activities.

• Short-term visit/exchanges among the programme participants. Eligibility
for exchange grants are:

1. Undertake work applicable to the programme, that is, related to Au-
tomata theory or applications.

2. Apply to stay in a country other than the country of origin.
3. Return to the institute of origin upon termination, so that the appli-

cant’s institution may also benefit from the broadened knowledge of
the scientist.

4. Acknowledge ESF in publications resulting from the grantee’s work
in relation with the grant.

• Organisation of workshops for programme participants, to allow the dis-
semination of early research results and experiences.

• Sponsoring of conferences in the area of AutoMathA.

• Organisation of schools on the subjects covered by the programme.

• Organisation of open workshops in the area of Auto-MathA.

• Setting up a comprehensive Internet research dissemination channel and
publication activities.

Priority will be given to applications where the institutions involved are in
countries that financially support the programme.

Every year, Automatha plans to support 30 short visits, and in 2005-2006,
Automatha has already supported the following events: Workshop on Semigroup
and Automata, Workshop on Weighted Automata Theory and Application (WATA
2006), Workshop on Advances on Two-dimensional Language Theory, Work-
shop on Tree Automata, Mons Days of Theoretical Computer Science (JM 2006),
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Workshop on Algebraic Theory of Automata to Applications, International Con-
ference of Formal Modeling and Analysis of Timed Systems (FORMATS 2006).

For more information please visitwww.esf.org/automatha or send an email
to automatha@liafa.jussieu.fr.

Funding

ESF scientific programmes are principally financed by the Foundation’s Mem-
ber Organisations on an à la carte basis. AutoMathA is supported by: Fonds
zur Förderung der Wissenschaftlichen Forschung, Austria; Fonds National de la
Recherche Scientifique, Belgium; Akademie věd České republiky, Czech Sci-
ence Foundation, Czech Republic; Forskningsrådet for Natur og Univers, Den-
mark; Academy of Finland, Finland; Centre National de la Recherche Scien-
tifique, France; Deutsche Forschungsgemeinschaft, Germany; Hungarian Acade-
my of Sciences, Hungarian Scientific Research Fund, Hungary; The Israeli Acade-
my of Sciences and Humanities, Israel; CNR: Ist. di Elettronica e di Ingegneria
dell’Informazione e delle Telecomunicazioni, Torino, Ist. di Cibernetica "E. Ca-
ianiello", Pozzuoli ; Ist. di Scienza e Tecnologia dell’Informazione "A. Faedo",
Pisa, Italy; Polska Akademia Nauk, Poland; Fundação para e Ciência e a Tecnolo-
gia, Portugal; Slovak Academy of Sciences, Slovak Republic; The Swiss National
Science Foundation for the promotion of scientific research, Switzerland.

Steering committee

• Jean-Eric Pin (Paris, France), chair

• Jorge Almeida (Porto, Portugal)

• Véronique Bruyère (Mons, Belgium)

• Stefano Crespi-Reghizzi (Milano, Italy)

• Jacques Duparc (Lausanne, Switzerland)

• Søren Eilers (Copenhagen, Denmark)

• Zoltan Esik (Szeged, Hungary)

• Jozef Gruska (Brno, Czech Republic)

• Tatiana Jajcayova (Bratislava, Slovak Republic)

• Juhani Karhumaki (Turku, Finland)

• Andrzej Kisielewicz (Wroclaw, Poland)

• Werner Kuich (Wien, Austria)

• Stuart W. Margolis (Ramat Gan, Israel)

• Wolfgang Thomas (Aachen, Germany)
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R  ICALP 2006 / PPDP 2006/ LOPSTR 2006

33rd Intl Colloquium on Algorithms, Languages and Programming
and

8th Symposium on Principles and Practice of Declarative Programming
and

Symposium on Logic-based Program Synthesis and Transformation

9–16 July, Venice, Italy

Manfred Kudlek

ICALP 2006, the 33rd in this series of conferences on theoretical computer sci-
ence, took place from July 10-14, 2006, together with the workshops from July
9-16, 2006, at Venezia, the fourth time in Italy. It was co-located with PPDP
2006, held from July 10-12, 2006, and LOPSTR 2006 (International Symposium
on Logic-based Program Synthesis and Transformation) which took place from
July 12-14, 2006. There were also 9 satellite workshops. Conference site was
on San Servolo, a small island about 2 km southeast from the centre San Marco.
Now a conference and meeting place, a former Benedictine monastery and later a
hospital run by nuns, monks, and priests.

ICALP 2006 was organized by Dipartimento di Informatica, Università Ca’
Foscari di Venezia. The Organizing Committee consisted of M B
(ICALP and chair), A B (PPDP), S R (LOPSTR), A
P and F R (satellite events), A C and
N H (Key Congress), and P B, M C, F
 N, R F, M F, M G, D L,
F L, D M, M M, G P,
A R̀, G R, M S and E R.

ICALP 2006 was sponsored by Dipartimento di Informatica, Università Ca’
Foscari, Venice International University, Microsoft Research, IBM Italia, VENIS
S.P.A. (venezia informatica e sistemi), CVR (Consorzio Venezia Ricerche), and
EATCS.

The conferences and workshops were attended by at least 432 participants
(data from July 11), with some details given in the following table:

ICALP only 245 ICALP+workshops 110
PPDP only 50 ICALP+PPDP+LOPSTR 12
LOPSTR only 30 workshops total 195

ICALP 2006 covered the following fields in the three tracks :
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A B
Algorithms Automata
Approximation Algorithms Equations
Complexity Games
Data Structures Logics
and Linear Algebra Models

Fixed Parameter ComplexitySemantics
Formal Languages C
Game Theory Bounded Storage
Graph Algorithms and Quantum Models
Graph Theory Cryptographic Primitives
Graphs Cryptographic Protocols
Networks, Circuits Foundations
Regular Expressions Multi-party Protocols
Quantum Computing Secrecy and Protocol Analysis
Randomness Zero Knowledge and Signatures

The scientific program of ICALP 2006 consisted of 4 invited lectures, 4 special
lectures, and 109 contributions, selected from 407 submissions, exactly the same
number as in 2005. They came from 43 countries, the highest number so far. 6
papers were withdrawn, 5 in track B, 1 in C. Details on number of authors and
distribution by countries for all tracks are given below. The program was divided
into 24 sessions (14 in track A, 3 in B, 7 in C), sometimes 3 in parallel, 4 plenary
sessions (1 joint with PPDP, 1 joint with LOPSTR), as well as 2 special sessions.
The program can be found athttp://icalp06.dsi.unive.it.

The following table gives the statistics by number of authors (S submitted, A
accepted) in all tracks and total :

A B C Σ

S A S A S A S A
1 53 13 25 8 10 4 88 25
2 81 18 35 6 38 11 154 35
3 66 19 17 6 18 6 101 31
4 17 4 11 4 8 2 36 10
5 8 4 1 4 13 4
6 4 3 1 1 1 6 4
7 1 1 2
8 1 1

230 61 91 24 80 24 401 109

The next table presents the statistics by countries.
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C I AS AA BS BA CS CA ΣS ΣA
AT 1

3
1
3

1
3

1
3

AU 1 313
20

2
3 413

20
2
3

BE 1 1
7 11

3
1
6 210

21
1
6

CA 1 7 5
12 11

2 21
4 2 112

3 11
2

CH 1 7 5
12

5
12 11

6
1
2 8 7

12
11
12

CL 2
3

2
3

2
3

2
3

CN 92
3

1
2 101

2 1 33
5 2323

30 11
2

CO 1
4

1
4

CY 3
5

3
5

CZ 1 1 1 1
12

1
3 2 1

12 11
3

DE 261
6 9 5

12 95
6 21

4 4 7
12 2 40 7

12 132
3

DK 5 5
12 2 1

3 53
4 2

DZ 1 1
EE 2 1 3
ES 41

2 21
2 7

FI 3 12
3

2
3 42

3
2
3

FR 142
3

3
4 13 5

12 41
2 10 53

420 51
3 38 22

105 10 7
12

GR 5 7
15 23

5 1 6 7
15 23

5

HK 11
2

1
2

2
3 21

6
1
2

HU 1 2 3
IE 1 1 1 1
IL 1 202

3 41
2 3 34

5 3 27 7
15 71

2

IN 1 91
2 2 5 141

2 2
IS 1

4 1 1 11
4 1

IT 11 3
20 311

15 8 8
21 21

2 3 2 22223
420 8 7

30

JO 1 1
JP 65

6 11
3 717

28 2 1437
84 31

3

KR 2 7 9
NL 21

3 1 11
7 1 51

2 1 841
42 3

NO 1 1
PL 23

4 11
4 41

2 3 1 81
4 41

4

PT 1 1
2

1
2 11

2
1
2

RO 1 1
RU 21

3 1 1 31
3 1

SE 31
2 1 31

2 1
SG 1 1
SI 1

2
1
2
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C I AS AA BS BA CS CA ΣS ΣA
SK 11

2
1
2 11

2
1
2

TN 3
4

3
4

TW 1 1 1 1
UA 2

3
2
3

UK 2 63
5 13

4 131
6 31

2 25
6 15

6 223
5 7 1

12

US 1 6117
20 211

4 15 1
14 41

4 13 5 89129
140 301

2

Σ 7 230 61 91 24 80 24 401 109

ICALP 2006 was accompanied by the following 9 workshops :

CHR 2006 Third Workshop on Constraint Handling Rules
FCC 2006 Formal and Computational Cryptography
MeCBIC 2006 Membrane Computing and Biologically

Inspired Process Calculi
ALGOSENSORS 2006 International Workshop on Algorithmic

Aspects of Wireless Sensor Networks
CL&c Classical Logic and Computation
SecReT 2006 1st International Workshop on Security

and Rewriting Techniques
DCM 2006 2nd International Workshop on Developments

in Computational Models
iETA Improving Exponential Time Algorithms
WCAN 2006 2nd Workshop on Cryptography for

Ad Hoc Networks

The next table presents the date, number of invited lectures and contributions.

CHR 7.09 1 9
FCC 7.09 9
MeCBIC 7.09 2 15
ALGOSENSORS 7.15 1 20
CL&c 7.15 2 7

SecReT 7.15 1 8
DCM 7.16 1 9
iETA 7.16 2 9
WCAN 7.16 1 10

ICALP 2006 was opened on Monday morning by M B, introduc-
ing Venezia, San Servolo, and thanking the program committee, M N,
J  L, the organizers, invited speakers, and sponsors.

In the excellent first invited lecture‘Additive Approximation for Edge-Deletion
Problems’(G I had to chair since IW was lost in Venice)
N A (co-authors A S, B S), mentioning football WC
the penalty shooting the day before, presented new results on algorithms for
monotone graph properties, using results from extremal graph theory and spec-
tral techniques by E̋, S́, and T́.
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C D, in the very good and interesting second one on‘Di fferential
Privacy’, presented an approach to formalize privacy. She started with K’
‘Let’s talk about sex’and Dalenius’ definition of privacy‘Anything to be learned
from statistical data bases can be learned without access to data bases’. Then
she presented a survey on a general impossibility result, differential privacy, how
to achieve it, and a substantiating impossibility result, finishing with‘No Holy
Grail!’

The third one (joint with PPDP)‘Composable Memory Transactions’, given
by S P J on his 20th wedding anniversary, was an excellent, very
vivid, survey on the history of concurrency (‘How to program these beasts’),
races, deadlock, lost wakeups, diabolical error recovery), significant recent pro-
gress (‘bricks and mortar instead of bananas), and 3 primitives (atomic, retry,
orElse). Then he gave an introduction on realising STM in Haskell (‘Haskell pro-
grammers are brutally trained from birth to use memory effects sparsingly’). He
concluded with‘It’s like using a high-level language instead of assembly code.
Not a silver bullet’. Unfortunately, it is not in the proceedings, but information
can be found in‘Atomic Blocks and Transactional Memory’(co-authors T H-
, S M, athttp://research.microsoft.com/~simonpj.

The fourth one (joint with LOPSTR),‘The One Way to Quantum Computa-
tion’ by P P (co-authors VD, E K) was an
excellent survey on the topic, the new model from physics (quantum mechanics
and computation, entaglement and teleportation), measurement based computa-
tion and calculus, standardization, the Bell Ineaquality, and also quantum process
algebra. He was introduced by V S who also mentioned his fan-
tastic jokes.

In the IBM session on Monday late afternoon B P gave an inter-
esting talk on‘Security and Privacy Challenges in Industrial Research’, starting
with ‘This is a rather industrial talk’. She presented a survey on present IBM,
todays security challenges, impact of new IT paradigms, problems in complex-
ity reduction, construction of sound foundations, model-driven security design
paradigms, risk and compliance, legal problems, and the market. She finished
with ‘Security remains a critical research topic. How to cope with complexity ?
Theory would help in many ways’.

The award session on Thursday afternoon was opened by M N.
The first event was the presentation of theGödel Prize. It started with the interest-
ing special talk‘Kurt Gödel, Some Dates’by P-L C. In it he gave
a survey on Gödel’ scientific life, the incompleteness theorem, the Princeton lec-
tures, and the system T inDialectica, as well as the development of computability
in the 30s of last century. After that he informed us on the Gödel price and its
winners. Finally he explained the decision of the committee (he, V D-
, C P, J R, J U, P V́) to present the
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price to M A, N K, N S for their paper‘Primes
are in P’. (in Annals of Mathematics 160(2), pp 781-793, 2004).

After this M A explained in a very nice talk‘A Short History
of ‘Primes is in P” the research history from August 1998 until August 2002,
conjectures, failures, experiments, and the final breakthrough to get the result,
also mentioning his professor S B.

The next event was the presentation of the EATCS distinguished award to
M S. P for his scientific work. The decision was explained by M-
 D-C. After that M P gave a very interesting
talk on ‘Secrets of my Success’, starting with‘Thank you !’ and lifting the se-
cret of the initial S., namely S. First : ‘Start early’ (1964/7 in his case),
meeting right people as Miss D. M. T (also present at ICALP as his wife),
and ‘Get lucky’, e.g on technology in conferences (he gave a talk on ICALP’78
in Udine how to use slides). Second :‘Hang around with smart people’(as M
F, U Z, L G). Third : ‘Enjoy what you do !’. Some
photos illustrated his life. He finished with‘Thank you again !’.

To mention are also the excellent presentations of the best papers. In track
A by M P (co-authors M D, L A G) on
‘On Counting Homomorhisms to Directed Acyclic Graphs’, in track B by F
M on ‘The Wadge Hierarchy of Deterministic Tree Languages’, and in track
C by ‘D H (co-authors I H, O R) on ‘Efficient
Pseudorandom Generators from Exponentially Hard One-way Functions’, as well
as of the best student paper by Q Y on ‘Lower Bounds for Complementation
ofω-Automata via the Full Automata Technique’.

Excellent and interesting presentations were given by M B on
stopping time analysis and approximate counting, by T N on the P-
completeness ofWolfram’s cellular automaton 110, by J H on com-
parison of reductions to NP-complete sets, by J K̈ on the power
of rewriting and communication of 2 stacks, and by M L on decision
problems for theories of HNN extensions and amalgamated products.

To mention are also the good and interesting talks by O V, refer-
ring to a follow-up paper, on testing the graph isomorphism problem, by A

C-O on a spectral gap of certain random graphs, by D E. C
on the embedding of bounded bandwidth graphs, by R  W, starting
with ‘Not really QC’, on lower bounds on matrix rigidity, applying quantum ar-
guments, and finishing with‘To be or not to be quantum’, by J R-
 on gap amplification in PCP’s, and by M K on algebraic charac-
terization of the finite power property.

Other good and interesting presentations were given by C K on
non-closure under complement of small sweeping NFA’s, by MS
on the power of pebble automata, by Y D on the impossibility to ex-
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tract classical randomness by quantum computers, by T Y, show-
ing Buddha as oracle, on quantum hardcore functions, finishing with‘QC is lis-
tening by phone’, by Ś Z onhardness of distinguishing MSB and
LSB of secret keys, and by M Y on recursive concurrent stochas-
tic games.

Not to forget are the also interesting and good talks by C S on a
game-theoretic metod to decide higher-order matching, by E H
on typed geometry of interaction for exponentials, by C P on security
languages usingλ-calculus, by W K, advertising STACS 2007, on in-
tersection problems for polynomially generated sets, by AM, having
the proper name for ICALP 2006, on complexity of enrichedµ-calculi, and by
B G on exponential-size deterministic Zielonka-automata.

K H started with‘First, it’s useful’, and B L with ‘You ended
up in an equation session. There will be many more in this talk’.

The EATCS General Assembly was held on Tuesday late afternoon. On it
there is a separate report. M P received the best paper award for track
A by I W, and Q Y the best student paper award by V
S. The winners in tracks B and C received their prices later. B

M got an EATCS button by the author of this report for having reached more
than 5 full papers on ICALP’s. Each of the four editors of the proceedings received
a button, too. The current state of busy contributors to ICALP’s is given in the
table above.

The proceedings, edited by M B, B P, V S-
, and IW, have been published for the first time in two volumes as
Springer LNCS 4051 (track A), and 4052 (tracks B, C). They contain all contri-
butions and invited lectures, except for that by S P J, that of N
A only as abstract. There is also a CD-ROM with the two volumes.

The social program started on Sunday late afternoon, watching the Football
World Championship final in theAuditorio. On Monday evening the welcome
reception took place in the church yard ofSan Servolo, immediately after the
IBM session. It lasted well until 21h. On Tuesday evening, fater the EATCS
general assembly, there was a reception in the patio. On Wednesday afternoon
we had a guided excursion on two boats to other islands in the Lagoon. The first
stop was onMuranowhere we visited the glass factoryFerro-Lazzarini. Master
Giorgio demonstrated us the traditional glass blowing, producing a glass horse
within a few minutes. After that we could visit the show and shopping room, or
have a walk through a part of the island. The next stop was onTorcello with a
short walk toBasilica Santa Maria Assunta, from 639 AD the oldest church in the
region, andAttila’s chair. The last stop was onBurano, famous for lace making,
and a lop-sided church tower. There we had one hour time for walking around
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Kurt Mehlhorn 11 ICALP Contributors

Jean-Eric Pin 101
2

Juhani Karhumäki 9 7
60 Dominique Perrin 45

6

Zvi Galil 8 Zohar Manna 45
6

Amir Pnueli 71
2 Thomas Henzinger 43

4

Mihalis Yannakakis 7 5
12 Juraj Hromkovǐc 4 7

10

Philippe Flajolet 71
4 Denis Thérien 4 7

12

Grzegorz Rozenberg 7 Moshe Vardi 4 7
12

Paul Vitányi 611
12 Manfred Droste 41

2

Claus-Peter Schnorr 61
2 Robin Milner 41

2

Torben Hagerup 61
2 David Peleg 4 9

20

Géraud Sénizergues 61
2 Ming Li 4 5

12

Christos Papadimitriou 55
6 Maurice Nivat 41

4

Karel Čulik II 6 Moti Yung 41
4

John Reif 53
4 Volker Diekert 41

6

Walter Vogler 51
2 Piotr Berman 41

6

Joost Engelfriet 51
2 Marek Karpínski 41

6

Matthew Hennessy 51
2 Thomas Wilke 41

6

Arto Salomaa 51
2 Christophe Reutenauer 4

Juris Hartmanis 51
3 Marcel Paul Schützenberger4

Andrzej Lingas 51
3 Davide Sangiorgi 4

Burkhard Monien 519
60 Leslie Valiant 4

Ronald Book 51
4 Colin Stirling 4

Christian Choffrut 5

Michael Rabin 5

Arnold Schönhage 5

see small canals and houses painted in many colours. By 19h we returned to San
Servolo, but most participants had left at San Marco already. The ICALP banquet
on Thursday evening took place inMonaco et Gran Canalat Canale Grande,
about 200m from San Marco Cathedral. It ended by 23h.

PPDP 2006 (Eigth ACM SIGPLAN Symposium on Principles and Practice
of declarative Programming), taking place from July 10-12, 2006, was organized
by Università Ca’ Foscari di Venezia and ACM SIGPLAN, and supported by the
same sponsors as ICALP 2006. The organizing committee consisted of A

B, M M, and A C.
The scientific program of PPDP 2006 consisted of 3 invited lectures and 22
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contributions. The invited talks were given by V S (co-author
M B) on ‘Typed Polyadic Pi-calculus in Bigraphs’, by T F̈-
 on ‘Constraint Handling Rules – The Story so Far’, and (joint with ICALP)
by S P J on ‘Composable Memory Transactions’. The program can
be found athttp://www.dsi.unive.it/ppdp2006.

The proceedings, edited by M M, containing all contributions and
invited lectures, except for that by SP J and that by T F̈
only as extended abstract, have been published asa report by ACM Press, order
number 550060.

LOPSTR 2006, taking place from July 12-14, 2006, was organized by Univer-
sidad Politécnica de Madrid and Università Ca’ Foscari di Venezia, and supported
by the same sponsors as ICALP 2006. The organizing committee consisted of
A B, M B, G́ P, and S R.

The scientific Program of LOPSTR 2006 consisted of 3 invited lectures and
17 contributions. The invited lectures were given by MM on ‘How
to Talk to a Human : the Semantic Web and the Clash of the Titans’, an interesting
title, by P P (joint with ICALP) on ‘The One Way to Quantum
Computation’, and by S Q (co-author M M) on ‘CHESS :
Systematic Stress Testing of Concurrent Software’. The program can be found at
http://www.dsi.unive.it/lopstr2006.

The proceeedings, edited by G́ P, containing all contributions and
invited lectures (as abstracts only), except for that by P P, have
been published asRapporto di Ricerca CS-2006-5by Dipartimento di Informatica,
Università Ca’ Foscari di Venezia.

In the breaks coffee, tea, juice, mineral water (San Benedetto!), and cakes were
served in the patio. Lunch was served in the cafeteria ofSan Servolo. Internet was
available on 21 PC’s from 10–18h, but one had to leave a deposit for a card. There
was also the traditional book exhibition by Springer, as well a one by Elsevier.

Most participants stayed in the lodgings onSan Servoloor in Junghanslodg-
ings onGiudecca, another island. Weather was warm and humid, nearly without
clouds, and highest temperatures above 30◦C.

Thus ICALP 2006 (as well as PPDP 2006 and LOPSTR 2006) was a suc-
cessful conference again, on high scientific level and well organized. And with
V S at the end‘Excellent audience to excellent ICALP’. The next
ICALP will be in W, P from July 9–13, 2007, co-located with LICS
and L C 2007.

C V W W.
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R  ICE-TCS

Icelandic Centre of Excellence in Theoretical Computer Science
(ICE-TCS)

Second Symposium on Theoretical Computer Science
and

Public Lecture by Moshe Vardi

Luca Aceto, Magnús Már Halldórsson and Anna Ingolfsdottir

The Icelandic Centre of Excellence in Theoretical Computer Science (ICE-
TCS) is a research centre devoted to research in Theoretical Computer Science
that started its activities in April 2005. It is the result of a collaboration between
the Division of Computer Science, Engineering Research Institute, University of
Iceland, and the Department of Computer Science, School of Science and Engi-
neering, Reykjavík University, and is based at both institutions.

One of the yearly activities of the centre is to organize an “Icelandic Theory
Day”. The second event in this series was held on Wednesday, 31 May 2006,
at the University of Iceland. The aim of these “theory days” is to give the Ice-
landic computer science community a bird’s eye view of the area of Theoretical
Computer Science, with emphasis on the research fields of the members of the
centre.

The second symposium was graced by the presence of three outstanding in-
vited speakers from outside Iceland, namely Wan Fokkink, Jan Kratochvil and
Moshe Vardi. The presentations by the invited speakers were complemented by 25
minute talks delivered by Luca Aceto, Ragnar K. Karlsson, Magnús Már Halldórs-
son, and Anders Claesson/Sergey Kitaev (who shared the closing slot).

The morning session was devoted to “Volume B” talks. Moshe Vardi gave
the meeting the best of starts with a talk describing the design of the ForSpec
Temporal Logic, the new temporal logic of ForSpec, Intel’s new formal property-
specification language, which is today part of Synopsis OpenVera hardware veri-
fication language. The focus of Moshe Vardi’s talk was on design rationale, rather
than a detailed language description, and during the presentation he offered a very
accessible discussion of the field of model checking, of linear and branching time
temporal logics, and of the automata-theoretic approach to LTL model checking.
Moshe Vardi also told the audience that his analysis of the relative merits of LTL
and CTL has been referred to as “character assassination” by some of our col-
leagues!

Moshe Vardi’s talk was immediately followed by the second keynote address,
which was delivered by Wan Fokkink. Wan Fokkink’s talk presented joint work
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with Bard Bloom, Rob van Glabbeek and Paulien de Wind devoted to the system-
atic derivation of congruence formats for various behavioural equivalences in the
linear-time/branching-time spectrum from decomposition results for the modal
logics that characterize them. This work offers yet another beautiful example of
the usefulness of modal logics in concurrency theory.

Luca Aceto closed the morning session with a talk presenting joint work with
Taolue Chen, Wan Fokkink and Anna Ingolfsdottir on the axiomatizability of
bisimulation equivalence over the language BCCSP extended with the priority
operator.

The afternoon session was devoted to “Volume A” talks. The first talk in that
session was delivered by Jan Kratochvil, who presented a survey of work on graph
homomorphisms, viz. edge-preserving vertex mappings between two graphs. He
showed how the use of graph homomorphisms unifies previously defined and in-
dependently studied notions such as graph covers, role assignments, and distance
constrained graph labellings. Jan Kratochvil surveyed recent results and open
problems related to these notions, with special emphasis on the computational
complexity issues. He also mentioned connections to the Constraint Satisfaction
Problem and the Dichotomy Conjecture.

Graphs featured also in the two 25 minute talks that followed Jan Kratochvil’s
address. The first talk was delivered by Ragnar Karlsson, who had defended his
MSc. thesis the day before. Ragnar Karlsson presented the main results in his
MSc. thesis related to so-called strip graphs. These graphs are formed by an in-
terval graph together with an equivalence relation on the vertices, and can be used
to model the classic Job Interval Selection Problem on one machine. In this prob-
lem, the input is a set of jobs, each of which is a set of intervals, and the object
is to select at most one interval from each job such that no two chosen intervals
intersect. This corresponds to being given multiple possible run-times for each
job and trying to schedule as many jobs as possible. This problem is known to be
NP-complete. However, strip graphs provide a very nice way to model the input of
this problem and, by using structural observations of the input, Ragnar Karlsson
was able to find a fairly efficient exponential algorithm to solve this problem.

Magnús Már Halldórsson presented the next 25 minute talk, reporting on joint
work with Takeshi Tokuyama and Alexander Wolff. The scientific director of
ICE-TCS considered the problem of computing a non-crossing spanning tree of
a graph that has been embedded in the plane. This problem is known to be NP-
hard. During his talk, Magnús Már Halldórsson considered the complexity of the
problem in terms of an input parameterk: the number of pairs of edges that cross.
He gave an algorithm with a dependence onk being k

√
k, improving on recent

work by Knauer et al. who gave a simple algorithm that runs in linear time, for
fixed values ofk; the dependence onk was 2k.
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The meeting was brought to a fitting close by Anders Claesson and Sergey
Kitaev, two of the members of the ICE-TCS combinatorics group, who presented
an accessible survey of work within the area of permutation patterns. A (permu-
tation) pattern is a permutation of a totally ordered set. An occurrence of a pattern
P in a permutationp is a subsequence of letters ofp whose relative order is the
same as that of the letters inP. As an example, the permutation 461352 has three
occurrences of the pattern 321, namely the subsequences 432, 632 and 652. In
1969 Don Knuth pioneered this work by showing that the stack sortable permuta-
tions are exactly the 231-avoiding permutations. Anders and Sergey gave a brief
introduction to the field, starting with a presentation of Don Knuth’s result.

The symposium was attended by about 25 participants, was held in a relaxed
workshop atmosphere, and was scientifically stimulating. It was pleasing to see
that several MSc. students in Computer Science and Mathematics showed intel-
lectual curiosity and attended the whole event. This bodes well for the future of
research in (Theoretical) Computer Science in Iceland.

As part of its “theory week activities”, ICE-TCS also hosted a public lecture
by Moshe Vardi on Thursday, 1 June 2006 at Reykjavík University. This public
lecture, entitled “And Logic Begat Computer Science: When Giants Roamed the
Earth”, was probably the event with the highest profile hosted by ICE-TCS so far,
was heavily advertised and was attended by over one hundred people. (Chairs had
to be brought in the room to accommodate the audience, and people were sitting
along the aisles of the lecture theatre.)

During the talk, Moshe Vardi provided an overview of the unusual effective-
ness of logic in computer science by surveying the history of logic in computer
science, going back all the way to Aristotle and Euclid, and showing how logic
actually gave rise to computer science. This was an erudite and witty lecture, full
of memorable one liners. For example, Moshe Vardi told his audience that

Aristotle was the most influential intellectual of all times, whose wis-
dom stood unchallenged for over 2000 years. Now we hope for two
years!

Above all, we believe that each person in the audience learned something new
about the history of thought that led to the development of computer science as
we know it, and about the lives of the people involved. We certainly did and loved
every minute of it.

Moshe Vardi’s public talk was taped, and will soon be available on the web.
Information on the ICE-TCS centre may be found athttp://www.ru.is/

icetcs/. Future events organized under the auspices of the centre will be adver-
tised there and will be reported on in the pages of this bulletin.

We look forward to hosting further events that will increase the visibility of
Theoretical Computer Science in Iceland, and to seeing many of you in Reykjavík!
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R  B I C  I

The “Leonardo Melandri” Programme at BICI
Bertinoro International Center for Informatics

Luca Aceto

BICI (Bertinoro International Center for Informatics) is an association whose
mission is to foster cutting-edge research and advanced education (PhD and post-
doctoral level) in Computer Science. BICI-sponsored events take place at the
University Residential Center of the University of Bologna. The center is a won-
derfully renovated XII century castle in Bertinoro, a charming old medieval town
situated amidst beautiful countryside, near the byzantine-art treasures of Ravenna
and not far from Bologna.

Typical events sponsored or organized directly by BICI include thematic re-
search workshops, strategic meetings charting new research agenda and advanced
schools.

In spite of the young history of BICI, from a scientific point of view its events
rank on a par with those of older and more established institutions such as DI-
MACS, Schloss Dagstuhl and Mathematisches Forschungsinstitut Oberwolfach.
BICI thus introduces a new exciting possibility for high quality scientific meet-
ings at the international level, in wonderful surroundings.

A look at the list of coming and past events that have been held in Bertinoro
shows that BICI is fulfilling its mission very well. Seventeen BICI events, at-
tended by about 500 participants, have been held in Bertinoro in 2005, and about
twenty events are expected to be held in 2006. Bookings for 2007 are already well
under way. BICI has also hosted high profile international conferences like COLT
2005, the Eighteenth Annual Conference on Learning Theory.

In the past, BICI events have been sponsored by

• institutions like UNESCO, DIMACS (Center for Discrete Mathematics and
Theoretical Computer Science, Rutgers, New Jersey), INDAM (Istituto Na-
zionale di Alta Matematica “Francesco Severi”), ETH (Swiss Federal Insti-
tute of Technology, Zurich), and NSF (National Science Foundation, USA);

• firms working in Computer Science and Information Technology like Eu-
rotech Group, IBM Research, Microsoft Research and Yahoo!; and

• local firms like Romagna Acque.

On June 10, 2006, BICI held a press conference at the University Residential
Center in Bertinoro announcing the establishment of a new form of sponsorship
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for BICI events, namely the“Leonardo Melandri” Programme. This is a three-
year sponsorship programme in favour of BICI. The sponsors are three banks or,
more precisely, the foundations associated with them—namely, the Foundations
of the Cassa di Risparmio di Bologna, Cesena and Forlì. The programme is named
after the late Leonardo Melandri, a senator of the Italian Republic and former
president of SerInAr, who was the prime mover behind the establishment of the
initial funding for BICI.

With the money provided by the programme, BICI will institute a fellowship
programme to allow scholars in difficult financial conditions and PhD students
to take part in Bertinoro events. The funding will be used to provide junior and
senior fellowships, funding for invited speakers and for event sponsorships.

The level of funding is still very far from that enjoyed by similar institutions
in other countries, but it is nevertheless substantial. This is remarkable given how
difficult it is to find funding for initiatives of this kind, and science in general, in
Italy. As an Italian abroad, I consider this a great omen for the future.

Proposals for events under the auspices of BICI can be submitted to any mem-
ber of the Executive Committee. I myself have organized two workshops in Berti-
noro, and will try to do so again in the future. The location and the facilities are
truly excellent, and so is the local support. I strongly encourage the members
of the Theoretical Computer Science community to consider Bertinoro as a loca-
tion for hosting high quality scientific events. If my experience is anything to go
by, these events will be well attended, will be successful both scientifically and
socially, and you will feel like visiting Bertinoro again.



233 233

233 233

Bulletin of the EATCS no 90, pp. 225–226, October 2006
©c European Association for Theoretical Computer Science

R WG 2006

The 32nd International Workshop on
Graph Theoretic Concepts in Computer Science

22–24 June 2006, Sotra, Norway

Dieter Kratsch

From June 22–24, 2006, the32nd International Workshop on Graph-Theoretic
Concepts in Computer Science, WG 2006, was held at the Norlandia Marsteinen
Hotell at Sotra, near to the city of Bergen (Norway). The hotel is located on an
island within a few metres from the coast. The surrounding landscape is beautiful
and worth visiting the remote place.

This was the first WG outside continental europe. The 91 submitted papers
(of which one was withdrawn) had authors from 29 different countries. 30 papers
were accepted for presentation. In addition to these 30 regular lectures, there were
two invited lectures. There were over 70 participants, from all over the world.

From the two excellent invited lectures, the first one entitledTreewidth: char-
acterizations, applications and computationswas given by Hans Bodlaender at
Thursday morning. The talk, starting from different definitions and characteri-
zations of the treewidth of a graph and applications, as e.g., in probabilistic and
electrical networks, presented various algorithms to compute lower bounds, upper
bounds or the exact treewidth of graphs; and it reported on experimental results.
The second invited lecture was given Friday morning, by Tandy Warnow:Algo-
rithmic issues in inferring the “Tree of Life”. This talk was also very inspiring.
It reviewed several techniques in reconstructing the tree of life from DNA se-
quences, in particular polynomial time distance methods and algorithms to solve
NP-hard problems like Maximum Parsimony. The succesful use of chordal graphs
in designing the corresponding TNT software was of great interest for the WG
community.

Each of the 30 accepted papers was presented at the meeting by one of the
authors. The talks showed a variety of topics concerning graphs, with many of
their aspects in relation to computer science. Many talks gave new or better al-
gorithms for graph problems, some with a theoretical formulation, and some with
an application. The overall quality of the presented results and the presentations
was high. These talks and the two invited lectures made that WG 2006 had an
excellent scientific program.

The social program consisted of a welcome reception with dinner on wednes-
day evening, an excursion on friday afternoon and a conference dinner on fri-
day evening. The excursion was a 4 hour boat trip providing amazing views and
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wonderful impressions of the norwegian coast region and its famous fjords. The
conference dinner gave the participants an excellent taste of norwegian cuisine.

The nice location, the excellent organisation, the very interesting scientific
program, and the pleasant atmosphere among the participants made this a very
enjoyable meeting.

WG 2007 will be held near Jena in Germany, and this is a meeting to look
forward to. The scientific program of WG 2006 is available athttp://www.ii.
uib.no/wg06/program.shtml.
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R  DLT 2006

Tenth International Conference on Developments in Language Theory
June 26–29, 2006, Santa Barbara, CA, USA

Mark Daley

The Tenth International Conference on D  L T
(DLT 2006) was held at The University of California at Santa Barbara this sum-
mer, shortly following DCFS 2006. This marked the first time that a conference
in the DLT series had been held in North America and Santa Barbara, boardered
on one side by the Pacific Ocean and the Santa Ynez Mountains on the other,
provided a venue rich in natural beauty and historical significance.

The conference was organized by Oscar Ibarra and Omer Egecioglu (co-
chairs) with the assistance of the organizing committee of Bee Jay Estalilla,
Cagdas Gerede, Jan Holtzclaw, Matthew Shayefar, Jianwen Su, Shelly Vizzolini,
Sara Woodworth, and Fang Yu.

The 59 participants at DLT 2006 came from 20 countries, with the exact dis-
tribution by country listed in the table below.

DEU 11 CAN 10 USA 9 ITA 7
FRA 4 HUN 2 ZAF 2 RUS 2
ESP 1 KOR 1 JPN 1 POL 1

GRC 1 CHE 1 CZE 1 FIN 1
ROU 1 GBR 1 MLD 1 TWN 1

Table 1: DLT 2006 participant numbers by country of employment

The technical programme consisted of 4 invited lectures and 35 contributed
lectures on a wide variety of language- and automata-theoretic topics encompass-
ing both purely theoretical and more application driven work. Each day typically
began with an invited lecture and continued in a single-track format for the con-
tributed talks.

The first invited lecture was the exception to this rule with the speaker pre-
senting at the end of the day on Monday due to air travel difficulties. Rajeev Alur
(co-author P. Madhusudan) introduced the notion ofnested wordsas a model of
structures which have both a natural linear sequencing as well as nested hierarchi-
cal interdependencies. The study of nested words was motivated by the desire to
explore the expressiveness of specification languages used in model-checking and
program analysis tools. The theory regular languages of nested words was shown
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to be a reformulation of the theory of visibly pushdown languages, providing a
direct connection to existing work.

On Tuesday morning, Grzegorz Rozenberg’s (co-author A. Ehrenfeucht) in-
vited lecture provided insight into a new, discrete, model for the abstract descrip-
tion of chemical reactions. Thesereaction systemsare based on two fundamen-
tal mechanisms of chemistry: facilitation/acceleration and inhibition/retardation.
In contrast to traditional computational models in which states are modified by
transformations, reactions are viewed as first-class citizens while structures are
are secondary; in particular, reactions create states rather than transforming them.
The nature of reaction systems was shown to be quite different from other existing
formalizations of concurrent systems and examples relevant to both biochemistry
and computer science were provided.

Wednesday’s invited lecture saw a dynamic presentation by Gheorghe Păun
providing both a general introduction to the rapidly-growing field of membrane
computing as well as some specific details on the newly emerging theory of Spik-
ing Neural P Systems. The Spiking Neural P Systems are inspired by ideas from
neurobiology which describe the nature of inter-neuronal communication in terms
of electrical pulses. The notion of a network of neurons, interconnected by vari-
ous synapses was shown to be quite naturally captured within the formalism de-
veloped during the study of P systems. The interaction and mutual contribution
between the distinct, yet related, fields of formal language theory and membrane
computing was highlighted throughout.

The final invited lecture came in the form of a question posed by Yuri Gurevich
(co-author Charles Wallace): “Can abstract state machines be useful in language
theory?” A brief introduction to the theory of Abstract State Machines (ASMs)
was given, with an emphasis on the often-overlooked, but critical, role of abstrac-
tion in the description of computational processes. ASMs were proposed as a
“richer notion of universality” compared to, e.g., Turing Machines which, while
computationally universal, are bound to a permanently fixed level of abstraction.
Tools for working with directly with ASMs on a computer were also discussed
and briefly demonstrated.

The programme of the contributed talks may be found at:

http://dlt2006.cs.ucsb.edu/program.html.

Thanks to the efforts of the organizing and programme committees, the final
proceedings, published as number 4036 in Springer’sLecture Notes in Computer
Science, edited by Oscar H. Ibarra and Zhe Dang, were available immediately at
the conference.

The social program of the conference began with a reception on Monday
evening, following the first day of talks. The reception was held outdoors at a
facility overlooking the Pacific Ocean, allowing participants the opportunity to
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spot both marine mammals (opinion remains divided on whether they were dol-
phins or porpoises) and several local avian species.

The primary social events took place on Wednesday beginning with a trolley
tour of Santa Barbara in the afternoon. The tour visited several sites of local histor-
ical interest and culminated in a visit to what has been called “the most beautiful
government building in America”: The Santa Barbara County Courthouse. The
courthouse was built in the late 1920’s, following the destruction of the original
courthouse in a 1925 earthquake. Designed by William Mooser III, the architec-
ture and artwork draw inspiration from a diverse collection of traditions including
Spanish, Moorish and Classical Roman. The excursion was followed by a lovely
dinner at the UCSB Faculty Club which showcased local Californian wines and
concluded with a surprise visit from The Great Bolgani for subsequent intimate
magic shows.

A beautiful collection of photos from both the conference sessions and excur-
sion is available on the conference website at:

http://dlt2006.cs.ucsb.edu/Photos/index.html.

The skillful photography is courtesy of Alexander Okhotin who also provided the
participants of DLT 2006 with a compelling preview of DLT 2007 to be held in
Turku, Finland.

DLT 2006 was very well organized and extremely successful with both in-
truiging and diverse technical programs and social events. The natural beauty of
Santa Barbara provided a perfect backdrop for the mathematical beauty of the
invited and contributed presentations.
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R  DCM 2006

2nd Int Workshop on Development of Computational Models
16 July 2006, Venice, Italy

Manfred Kudlek

DCM 2006 (2nd International Workshop on Development of Computational
Models) was held as a satellite workshop of ICALP 2006 inVeneziaon July 16,
2006. Conference site was on the islandSan Servolo. DCM 2006 was organized
by M F́ and I M. The workshop was attended by about 30
participants. The scientific program consisted of an invited lecture and 9 contri-
butions. It can be found atwww.dcm-workshop.org.uk/2006.

The invited talk‘Every Computable Function is Linear (in a Sense)’by M-
 F́ (joint work with S Á, L D, M́ F, I
M), had a curious title for people from complexity theory. It was a good and
interesting survey linearλ-calculus (every arguent used only once), showing also
that linear recursive functions are Turing complete, and that the system T is linear.

A nice and interesting presentation was also given by R N
(co-authors SG, N P) on quantum computing, quantum
information science, and quantum cryptography. M-D H presented
a demo of a program system, with the mottoFrom Gödel’s Dialectica to Light
Dialectica (like Coca Cola Light?). A nice and interesting talk was also given
by R K. M on BBL, the Better Bubbling Lemma(not chewing gum!),
dealing with ternary relation semantics.

The pre-proceedings, edited by J-P J and I M, con-
taining all contributions, can be found as a pdf file at the following web site
http://www.dcm-workshop.org.uk. It will also be published electronically
in ENTCS(Electronic Notes in Theoretical Computer Science).

DCM 2006 was a successful workshop of high scientific level.
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R  MCBIC2006

Membrane Computing and Biologically inspired Process Calculi
9 July 2006, Venice, Italy

Manfred Kudlek

MeCBIC2006 (Workshop on Membrane Computing and Biologically Inspired
Process Calculi) was held as a satellite workshop of ICALP 2006 inVeneziaon
July 9, 2006. Conference site was on the islandSan Servolo. MeCBic2006 was
organized by N B and C Z. The workshop was supported
by Università di Bologna, Università di Milano-Bicocca, and the PRIN project
SYBILLA (System Biology: Modelling, Languages and Analysis). The workshop
was attended by about 30 participants.

The scientific program consisted of 2 invited lectures and 15 contributions.
It can be found atwww.bio.disco.unimib.it/MeCBIC. The first invited talk
‘Bitonal Membrane Systems’by L C was a very good and interest-
ing intoduction to a formal calculus on algebraic and topological operations for
globality and locality. It was very well presented with many nice illustrations,
including a short movie. G P̆ in the second invited lecture‘Membrane
Computing and Brane Calculi (Some Personal Notes)’gave an excellent presenta-
tion on the history and research in these two fields, in particular on the similarity
and dissimilarity between them, showing that they are essentially similar.

Nice and interesting presentations were also given by R F (co-
author M O) on specialtissue P systems, and by M M-
 (co-author G F) on universal computing by floating strings. A
new form of presentation was shown by G C (see picture page).

The pre-proceedings, edited by N B and C Z, contain-
ing all contributions except for the invited lecture by L C, have been
published as a report, and will also be published electronically inENTCS (Elec-
tronic Notes in Theoretical Computer Science)at the following web sitewww.
elsevier.nl/locate/entcs.

MeCBIC2006 was a successful workshop of high scientific level.
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R  GI T  2005

Formal languages: 15th German meeting
September 2005, Lauterbad near Freudenstadt, Germany

Henning Fernau

This annual meeting started with a one-day workshop entitled Theoretical As-
pects of Grammar Induction (TAGI), followed by a couple of tutorials on Gram-
mar Induction (directed towards formal language specialists) on the second day,
and finally the mentioned workshop on Formal Languages itself, featuring nearly
twenty contributed talks. The detailed program can be found on the web page of
the workshopwww-fs.informatik.uni-tuebingen.de/~fernau/. For each
of the three days, a separate Technical Report containing abstracts of the talks is
available from University of Tübingen.

Within the workshop, we asked the participants to write down their favorite
open problems. In the following, we list these problems in alphabetical order
w.r.t. the contributors. We also include the names of the contributors of the open
questions, so that this hopefully initiates collaboration on the open questions.

Artiom Alhazov, Rudolf Freund, Marion Oswald: Restricting ourselves to P sys-
tems with symport/ antiport rules and only one symbol, are we able to generate
any recursively enumerable set of natural numbers?
A P system(of degreem≥ 1) with symport/antiport rules(e.g., see [2], orhttp:
//psystems.disco.unimib.it) is a tupleΠ = (O, µ,w1, · · · ,wm,R1, · · · ,Rm),
whereO is the alphabet ofobjects, µ is themembrane structure(it is assumed that
we havemmembranes, labelled with 1,2, . . . ,m, the skin membrane usually being
labelled with 1),wi , 1 ≤ i ≤ m, are strings overO representing theinitial multiset
of objectspresent in the membranes of the system,Ri , 1 ≤ i ≤ m, are finite sets
of symport/antiport rulesof the form x/y, for somex, y ∈ O∗, associated with
membranei (if |x| or |y| equals 0 then we speak of a symport rule, otherwise we
call it an antiport rule).

An antiport rule of the formx/y ∈ Ri means moving the objects specified by
x from membranei to the surrounding membranej (to the environment, ifi = 1),
at the same time moving the objects specified byy in the opposite direction; the
rules with one ofx, y being empty are called symport rules, but in the following we
do not explicitly consider this distinction. We assume the environment to contain
all objects in an unbounded number. The computation starts with the multisets
specified byw1, . . . ,wm in themmembranes; in each time unit, the rules assigned
to each membrane are used in a maximally parallel way, i.e., we choose a multiset
of rules at each membrane in such a way that, after identifying objects inside and
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outside the corresponding membranes to be affected by the selected multiset of
rules, no objects remain to be subject to any additional rule at any membrane. The
computation is successful iff it halts.

The main results established in [1] are summarized in the following table;
the class of P systems indicated by A generates exactlyNFIN, by B generates
at leastNREGand by d can simulate anyd-register machine. A box around a
number indicates a known computational completeness bound, (U) indicates a
known unpredictability bound.

Membranes
|O| 1 2 3 4 5 m
1 A B B B B B
2 B 1 2 (U) 3 4 m− 1
3 1 2 (U) 4 6 8 2m− 2
4 2 (U) 4 6 9 12 3m− 3
5 3 6 9 12 16 4m− 4
6 4 8 12 16 20 5m− 5
s s− 2 2s− 4 3s− 6 4s− 8 5s− 10 max{m(s− 2) ,

(m− 1) (s− 1)}

[1] A. Alhazov, R. Freund, M. Oswald: Symbol/Membrane complexity of P systems
with symport/antiport rules.Pre-Proceedings WMC6, Vienna (2005), 123–146.

[2] Gh. P̆aun:Computing with Membranes: An Introduction. Springer, 2002.

Henning Bordihn: The language

L1 = {uxvu′xv′ | x ∈ {a,b}, u, v,u′, v′ ∈ {a,b}∗, |u| = |u′|, |v| = |v′| }

(with at least one correct copy) is known to be context-free. Is the language

L2 = {uxvywu′xv′yw′ | x, y ∈ {a,b}, u, v,w,u′, v′,w′ ∈ {a,b}∗,

|u| = |u′|, |v| = |v′|, |w| = |w′| }

(with at least two correct copies) context-free?
The problem becomes easy if languages over alphabets with at least three

letters or over one-letter alphabets are considered.

Henning Fernau: Is there a “unified theory” of regular language learning?
There exist lots of papers dealing with learning regular string languages, some

papers on learning regular tree languages, orω-languages, or picture languages.
The proofs and algorithms are often quite similar. Is there are logical or algebraic
“reason” behind? For example, theL∗ algorithm of Angluin [1] has a very alge-
braic flavour and can thus be adapted from learning regular string languages to
learning regular tree languages.
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[1] D. Angluin. Learning regular sets from queries and counterexamples.Inform. &
Comput., 75:87–106, 1987.

Wong Karianto: Find a lower bound (with respect to the number of states) for the
transformation of a nondeterministic Büchi automaton to a deterministic Muller
automaton (onω-words).

Andreas Malcher: What kinds of nondeterministic versions of DFA can beeffi-
cientlyminimized ?
Known results:Minimization of DFA for finite sets is doable in timeO(n) [4] and
for infinite sets inO(n log(n)) [1]. However, minimization of NFA is PSPACE-
complete [2], but NP-complete for restricted models: UFA [2], NFA with finite
branching [3], and DFA with multiple initial states [3].

[1] Hopcroft, J.E.: Ann log n algorithm for minimizing states in a finite automaton. In:
Kohavi, Z. (ed.): Theory of Machines and Computations. Academic Press, New York
(1971) 189–196.

[2] Jiang, T., Ravikumar, B.: Minimal NFA problems are hard.SIAM J. Comput.22:6
(1993) 1117–1141.

[3] Malcher, A.: Minimizing finite automata is computionally hard.Theor. Comp. Sci.
327:3 (2004) 375–390.

[4] Revuz, D.: Minimisation of acyclic deterministic automata in linear time.Theor.
Comp. Sci.92:1 (1992) 181–189.

František Mráz: DoesL(RWW) = L(RRWW) hold?
RRWW andRWW denote two classes of restarting automata. AnRRWW-automa-
ton [1] has a finite control with a read/write window of a fixed size. The window
moves on a flexible tape with sentinels. Such an automaton works in cycles. In
each cycle, it starts in its initial state with the left sentinel and the beginning of
the tape in its read/write window. It moves the read/write window to the right
one cell at a time until it decides (nondeterministically) to rewrite the part of the
tape content in the read/write window by a shorter string. In the rewriting, also
some non-input symbols can be used. Then, it can continue to move right until
it restarts, that is, it reenters the initial state and places the read/write window
over the left end of the tape. The next cycle starts on the shortened tape. The
automaton halts either by performing an accept operation, in which case it accepts
the input word, or by entering a configuration for which it has no instruction, in
which case it rejects. AnRWW-automaton is anRRWW-automaton which must
restart immediately after performing a rewrite operation.

[1] P. Jaňcar, F. Mráz, M. Plátek, J. Vogel. Different types of monotonicity for restarting
automata. InFST&TCS’98, LNCS 1530, Springer, 1998, 343–354.
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Friedrich Otto: Gilman’s Conjecture[1] A group given through a finite monoid
presentation involving a confluent monadic string-rewriting system is the free
product of finitely many finite groups and a free group of finite rank.

A finite monoid presentationis a pair (Σ; R), whereΣ is a finite alphabet, and
R is a finite string-rewriting system onΣ. The systemR is monadicif |u| > |v| and
|v| ≤ 1 hold for all rules (u → v) of R. It is confluentif the induced reduction
relation→R is confluent. For more information, see [2].

[1] R.H. Gilman. Computations with rational subsets of confluent groups. In: J. Fitch
(ed.),EUROSAM 84, Proc., LNCS 174 (1984) 207–212.

[2] K. Madlener, F. Otto. About the descriptive power of certain classes of finite string-
rewriting systems.Theor. Comp. Sci.67 (1989) 143–172.

Daniel Reidenbach: The Equivalence Problem for E-pattern Languages
Definitions:Let Σ be a finite alphabet ofterminal symbols– e. g.a, b, c ∈ Σ

– andX = {x1, x2, . . .} an infinite set ofvariableswith Σ ∩ X = ∅. A patternis a
word in (Σ ∪ X)+. A morphismφ : (Σ ∪ X)∗ −→ (Σ ∪ X)∗ is terminal-preserving
if, for everyA ∈ Σ, φ(A) = A. A terminal-preserving morphismσ is asubstitution
if, for every i ∈ N, σ(xi) ∈ Σ∗. TheE-pattern language LΣ(α) of a patternα is
the set of all images ofα under arbitrary substitutions, i. e.LΣ(α) = {σ(α) | σ :
(Σ ∪ X)∗ −→ Σ∗ is a substitution}.

Question:Let Σ be a terminal alphabet. Is the equivalence problem for E-
pattern languages decidable, i. e. is there a total computable function which, given
any pair of patternsα, β, decides whether or notLΣ(α) = LΣ(β)?
Pattern languages have been introduced by Angluin and Shinohara [1,7]. The
equivalence problem is one of the most discussed questions on the subject, but
nevertheless it is widely unresolved. Problem statements, related properties and
conditions have been presented in [2-6].

Conjecture (Ohlebusch, Ukkonen [5]):Let Σ be a terminal alphabet with|Σ| ≥
3, and letα, β be patterns. ThenLΣ(α) = LΣ(β) iff there are terminal-preserving
morphismsφ, ψ such thatφ(α) = β andψ(β) = α.
Simple examples show that it is necessary to restrict the conjecture to terminal
alphabets with more than two letters: if|Σ| = 1, thenα = x1x1 andβ = x1x1x2x2

generate the same language, but there is no terminal-preserving morphism map-
ping α onto β and if |Σ| = 2, thenα = x1a b x2 andβ = x1a x2 b x3 provides
a counterexample. Recent results disprove the conjecture for terminal alphabets
with three or four distinct letters [6]. With the current state of knowledge, this does
not imply the undecidability of the equivalence problem. It is unkownwhether
counter-examples to the conjecture exist for every alphabet size.
[1] D. Angluin. Finding patterns common to a set of strings.J. Comp. Syst. Sci., 21:46–

62, 1980.
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nual Symposium on Theoretical Aspects of Computer Science, STACS 1988, LNCS
294:184–192, 1988.

[3] T. Jiang, E. Kinber, A. Salomaa, K. Salomaa, S. Yu. Pattern languages with and
without erasing.Intern. J. Comp. Math., 50:147–163, 1994.

[4] T. Jiang, A. Salomaa, K. Salomaa, S. Yu. Decision problems for patterns.J. Comp.
Syst. Sci., 50:53–63, 1995.

[5] E. Ohlebusch, E. Ukkonen. On the equivalence problem for E-pattern languages.
Theor. Comp. Sci., 186:231–248, 1997.

[6] D. Reidenbach. On the equivalence problem for E-pattern languages over small al-
phabets. InProc. 8th International Conference on Developments in Language Theory,
DLT 2004, LNCS3340:368–380, 2004.
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Proc. RIMS Symposia on Software Science and Engineering, LNCS147:115–127,
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Abstract

This thesis is about computational complexity, programming languages and math-
ematical logic. The main contribution of this thesis is the study of two unifying
frameworks for the analysis of complexity properties of higher-order programs
and proofs.

The first one is Gonthier, Abadi and Lévy’s context semantics, which is shown
to be applicable to the quantitative analysis of proofs and programs. A new no-
tion of context semantics for multiplicative and exponential linear logic is intro-
duced and related to the complexity of normalizing proofs. Moreover, a context
semantics for higher-order primitive recursion is studied, obtaining some novel
characterization results for fragments of the calculus.

The second one is a framework based on realizability models. It leads to new
proofs of soundness for three different subsystems of linear logic. As a prelimi-
nary step, a new invariant cost model for the pure, call-by-value lambda calculus
is defined.

Semantical models described in this thesis are modifications (or generaliza-
tions) of already known models. Nonetheless, here they are shown to be appli-
cable to the quantitative analysis of a wide range of systems. This leads to some
interesting new results.
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Abstract

This thesis describes the theory and some applications of minimal forbidden
words, that are the most little words that do not appear as factors of a given word.

In the first part we start with the description of the properties of minimal for-
bidden words and we show some particular cases, as that of a finite word, a finite
set of finite words, and a regular factorial language. We also present the proce-
dures for the computation of the theoretical results.

Then we generalize the minimal forbidden words to the case of the existence
of a period, which determines the positions of occurrences of the factors modulo a
fixed integer. These are called minimal periodic forbidden words. We study their
basic properties and we give the algorithms for the computation in the case of a
finite word and of a finite set of finite words.

In the second part we show two applications of minimal forbidden words.
The first one is related to constrained systems. We give a polynomial-time

construction of the set of sequences that satisfy a constraint defined by a finite
list of forbidden blocks, with a specified set of bit position unconstrained. We
also give a linear-time construction of a finite-state presentation of a constrained
system defined by a periodic list of forbidden blocks.

The second one is a problem issued from biology, the reconstruction of a ge-
nomic sequence starting from a set of its fragments. We show that a theoretical
formalization of this problem can be solved in linear time using minimal forbid-
den words. We also prove that our algorithm solves a special case of the Shortest
Superstring Problem.

At the end of the thesis we present a detailed example of computation of our
algorithm for the reconstruction of a finite word.
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EATCS

HISTORY AND ORGANIZATION

EATCS is an international organization founded in 1972. Its aim is to facilitate the exchange of
ideas and results among theoretical computer scientists as well as to stimulate cooperation between
the theoretical and the practical community in computer science.

Its activities are coordinated by the Council of EATCS, which elects a President, Vice Presidents,
and a Treasurer. Policy guidelines are determined by the Council and the General Assembly of
EATCS. This assembly is scheduled to take place during the annualInternationalColloquium on
Automata,Languages andProgramming (ICALP), the conference of EATCS.

MAJOR ACTIVITIES OF EATCS

- Organization of ICALP;

- Publication of the “Bulletin of the EATCS;”

- Award of research and academic careers prizes, including the “EATCS Award,” the “Gödel Prize”
(with SIGACT) and best papers awards at several top conferences;

- Active involvement in publications generally within theoretical computer science.

Other activities of EATCS include the sponsorship or the cooperation in the organization of vari-
ous more specialized meetings in theoretical computer science. Among such meetings are: ETAPS
(The European Joint Conferences on Theory and Practice of Software), STACS (Symposium on
Theoretical Aspects of Computer Science), MFCS (Mathematical Foundations of Computer Sci-
ence), LICS (Logic in Computer Science), ESA (European Symposium on Algorithms), Confer-
ence on Structure in Complexity Theory, SPAA (Symposium on Parallel Algorithms and Archi-
tectures), Workshop on Graph Theoretic Concepts in Computer Science, International Conference
on Application and Theory of Petri Nets, International Conference on Database Theory, Workshop
on Graph Grammars and their Applications in Computer Science.

Benefits offered by EATCS include:

- Subscription to the “Bulletin of the EATCS;”

- Reduced registration fees at various conferences;

- Reciprocity agreements with other organizations;

- 25% discount when purchasing ICALP proceedings;

- 25% discount in purchasing books from “EATCS Monographs” and “EATCS Texts;”

- Discount (about 70%) per individual annual subscription to “Theoretical Computer Science;”

- Discount (about 70%) per individual annual subscription to “Fundamenta Informaticae.”

(1) THE ICALP CONFERENCE

ICALP is an international conference covering all aspects of theoretical computer science and
now customarily taking place during the second or third week of July. Typical topics discussed
during recent ICALP conferences are: computability, automata theory, formal language theory,
analysis of algorithms, computational complexity, mathematical aspects of programming language
definition, logic and semantics of programming languages, foundations of logic programming,
theorem proving, software specification, computational geometry, data types and data structures,
theory of data bases and knowledge based systems, data security, cryptography, VLSI structures,
parallel and distributed computing, models of concurrency and robotics.
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S  ICALP :

- Paris, France 1972
- Saarbrücken, Germany 1974
- Edinburgh, Great Britain 1976
- Turku, Finland 1977
- Udine, Italy 1978
- Graz, Austria 1979
- Noordwijkerhout, The Netherlands 1980
- Haifa, Israel 1981
- Aarhus, Denmark 1982
- Barcelona, Spain 1983
- Antwerp, Belgium 1984
- Nafplion, Greece 1985
- Rennes, France 1986
- Karlsruhe, Germany 1987
- Tampere, Finland 1988
- Stresa, Italy 1989
- Warwick, Great Britain 1990

- Madrid, Spain 1991
- Wien, Austria 1992
- Lund, Sweden 1993
- Jerusalem, Israel 1994
- Szeged, Hungary 1995
- Paderborn, Germany 1996
- Bologne, Italy 1997
- Aalborg, Denmark 1998
- Prague, Czech Republic 1999
- Genève, Switzerland 2000
- Heraklion, Greece 2001
- Malaga, Spain 2002
- Eindhoven, The Netherlands 2003
- Turku, Finland 2004
- Lisabon, Portugal 2005
- Venezia, Italy 2006
- Wrocław, Poland 2007
- Reykjavik, Iceland 2008

(2) THE BULLETIN OF THE EATCS

Three issues of the Bulletin are published annually, in February, June and October respectively.
The Bulletin is a medium forrapid publication and wide distribution of material such as:

- EATCS matters;
- Technical contributions;
- Columns;
- Surveys and tutorials;
- Reports on conferences;

- Information about the current ICALP;
- Reports on computer science departments and institutes;
- Open problems and solutions;
- Abstracts of Ph.D.-Theses;
- Entertainments and pictures related to computer science.

Contributions to any of the above areas are solicited, in electronic form only according to for-
mats, deadlines and submissions procedures illustrated athttp://www.eatcs.org/bulletin.
Questions and proposals can be addressed to the Editor by email atbulletin@eatcs.org.

(3) OTHER PUBLICATIONS

EATCS has played a major role in establishing what today are some of the most prestigious pub-
lication within theoretical computer science.

These include theEATCS Textsand theEATCS Monographspublished by Springer-Verlag and
launched during ICALP in 1984. The Springer series includemonographscovering all areas of
theoretical computer science, and aimed at the research community and graduate students, as well
astextsintended mostly for the graduate level, where an undergraduate background in computer
science is typically assumed.

Updated information about the series can be obtained from the publisher.

The editors of the series are W. Brauer (Munich), J. Hromkovic (Aachen), G. Rozenberg (Leiden),
and A. Salomaa (Turku). Potential authors should contact one of the editors.

EATCS members can purchase books from the series with 25% discount. Order should be sent to:
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Prof.Dr. G. Rozenberg, LIACS, University of Leiden,
P.O. Box 9512, 2300 RA Leiden, The Netherlands

who acknowledges EATCS membership and forwards the order to Springer-Verlag.

The journalTheoretical Computer Science, founded in 1975 on the initiative of EATCS, is pub-
lished by Elsevier Science Publishers. Its contents are mathematical and abstract in spirit, but it
derives its motivation from practical and everyday computation. Its aim is to understand the nature
of computation and, as a consequence of this understanding, provide more efficient methodologies.

The Editors-in-Chief of the journal currently are G. Ausiello (Rome), D. Sannella (Edinburgh),
G. Rozenberg (Leiden), and M.W. Mislove (Tulane).

ADDITIONAL EATCS INFORMATION

For further information please visithttp://www.eatcs.org, or contact the President of EATCS:
Prof. Dr. Giorgio Ausiello, Dipartimento di Informatica e Sistemistica
Universita di Roma “La Sapienza", Via Salaria 113, 00198 Rome, ITALY
Email: president@eatcs.org

EATCS MEMBERSHIP

DUES

The dues aree30 for a period of one year. A new membership starts upon registration of the
payment. Memberships can always be prolonged for one or more years.

In order to encourage double registration, we are offering a discount for SIGACT members, who
can join EATCS fore25 per year. Additionale25 fee is required for ensuring theair mail
delivery of the EATCS Bulletin outside Europe.

HOW TO JOIN EATCS

You are strongly encouraged to join (or prolong your membership) directly from the EATCS web-
sitewww.eatcs.org, where you will find an online registration form and the possibility of secure
online payment. Alternatively, a subscription form can be downloaded fromwww.eatcs.org to
be filled and sent together with the annual dues (or a multiple thereof, if membership for multiple
years is required) to theTreasurer of EATCS:

Prof. Dr. Dirk Janssens, University of Antwerp, Dept. of Math. and Computer Science
Middelheimlaan 1, B-2020 Antwerpen, Belgium
Email: treasurer@eatcs.org, Tel: +32 3 2653904, Fax: +32 3 2653777

The dues can be paid (in order of preference) by VISA or EUROCARD/MASTERCARD credit
card, by cheques, or convertible currency cash. Transfers of larger amounts may be made via the
following bank account. Please, adde5 per transfer to cover bank charges, and send the necessary
information (reason for the payment, name and address) to the treasurer.

Fortis Bank, Bist 156, B-2610 Wilrijk, Belgium
Account number: 220–0596350–30–01130
IBAN code: BE 15 2200 5963 5030, SWIFT code: GEBABE BB 18A
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