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Abstract. We consider a version of the Gale-Shapley stable matching
setting, where each pair of nodes is associated with a (symmetric) match-
ing cost and the preferences are determined with respect to these costs.
This stable matching version is analyzed through the Price of Anarchy
(PoA) and Price of Stability (PoS) lens under the objective of minimizing
the total cost of matched nodes (for both the marriage and roommates
variants). A simple example demonstrates that in the general case, the
PoA and PoS are unbounded, hence we restrict our attention to metric
costs. We use the notion of a-stability, where a pair of unmatched nodes
defect only if both improve their costs by a factor greater than o > 1.
Our main result is an asymptotically tight trade-off, showing that with
respect to a-stable matchings, the Price of Stability is 9(n10g(1+ﬁ)).
The proof is constructive: we present a simple algorithm that outputs an
a-stable matching satisfying this bound.

1 Introduction

The aim of this paper is to connect two classic approaches towards matching.
The first approach tackles matching from a (global) optimization angle a la
Edmonds [15,16]: given 2n nodes with pairwise costs c(z,y) = ¢(y,x) € Rso,
the goal is to construct a perfect matching that minimizes the total cost. The
second approach tackles matching from the (local) selfish angle & la Gale and
Shapley [18]: each node is equipped with a preference list ranking its potential
matches and a matching is stable if no two unmatched nodes prefer each other
over their current matches.

We consider a restricted case of the stable matching realm, where the nodes
preferences are determined based on the aforementioned pairwise costs c(,-)
so that node z prefers node y over node y' if and only if ¢(z,y) < c(z,y’),
and focus on the following question: How does the requirement to output a
(locally) stable matching affect its (global) total cost? In attempt to provide a
quantitative answer to this question, we shall look at matching instances through
the Price of Stability (PoS) lens that compares the min-cost stable matching to
the unrestricted optimum, measuring the ratio of their respective costs. In fact,
to provide a deeper understanding of the delicate balance between the global
matching cost and its local stability, we generalize the problem by using the
notion of an a-stable matching for a > 1, in which no pair of unmatched nodes
can defect and thus improve their costs by a factor (strictly) greater than .



Unfortunately, in general, the Price of Stability may be unbounded, as the
following simple example shows: Let G be a complete graph on four nodes
U1, u2,v1,v2 with edge costs c(ui,v1) = c(ug,v2) = 1, ¢(ur,us) = ¢ for some
small € > 0, and ¢(v1,v2) = ¢(u1,v2) = c(ug,v1) = C for some large C. Then,
the optimal perfect matching matches u; to v; for i = 1,2 with a cost of 2,
whereas an a-stable matching for any reasonable value of o must match u; to
ug, and hence also vy to vo which incurs an arbitrarily large cost.

Fortunately, real-world matching instances often exhibit metric costs, i.e.,
costs that satisfy the triangle inequality (or its bipartite counterpart). Metric
costs are intuitive for matching instances in which the costs are determined by
distances, but we argue that they are present also in matching instances with
more complex cost functions, e.g., online dating platforms — refer to the full
version of this paper for a comprehensive explanation that also addresses the
role that PoS plays in these matching scenarios.

The main result of this paper is an asymptotically tight tradeoff between the
parameter a and the PoS considering a-stable matchings: the PoS is roughly
nY58 when o = 1 and it decreases exponentially as « increases. Since this tradeoff
is realized by a simple poly-time algorithm, the designers of a matching system
can now efficiently tune the parameter a to balance between the stability and
the total cost of their system’s output.

1.1 Related Work

Studying the impact of selfish players has been a major theoretical computer sci-
ence success story in the last decade (see, e.g., the 2012 Gddel Prize [28,31,38]).
In particular, much effort has been invested in quantifying how the efficiency of
a system degrades due to selfishness of its players. The most notable notions in
this context are the Price of Anarchy (PoA) [28,32] and the Price of Stability
(PoS) [6,39], comparing the best possible outcome to the outcome of the worst
(PoA) or best (PoS) solution with selfish players. Since their introduction, the
Price of Anarchy and the Price of Stability have been extensively analyzed in
diverse settings such as selfish routing [6,9,12, 13,37, 38, 40], network formation
games [3,4,7,11,41], job scheduling [10,14,27,28], and resource allocation [25,36].
While selfish players are traditionally modeled using the Nash equilibrium solu-
tion concept, where no player can benefit from a unilateral deviation, in matching
settings unilateral deviations are not natural. Instead, we want that no two un-
matched players prefer each other over their current matching partners. This
solution concept is generally known as the Gale-Shapley stable matching [18].
For the most part, the stable matching realm has been subdivided into two
versions: the marriage (bipartite) version, where the players are partitioned into
men and women and each man (resp., woman) is equipped with a list of prefer-
ences over the set of women (resp., men); and the roommates (all-pairs) version,
where each player is equipped with a list of preferences over all other players.
Gale and Shapley showed that in the bipartite version, a stable matching always
exists, and in fact, can be computed by a simple poly-time algorithm. In contrast,
the all-pairs version does not necessarily have a solution. Both versions of the



stable matching problem and their manifold variants (strictly/weakly ordered
preferences, (in-)complete preference lists, (a-)symmetric preferences) admit an
abundance of literature; see, e.g., the books of Knuth [26], Gusfield and Irv-
ing [19], Roth and Sotomayor [35], and Manlove [29]. The notion of stability
studied in this paper has been coined as weak stability by Irving [22].

Sometimes, the players’ preferences are associated with real costs so that each
preference list is sorted in order of non-decreasing costs. This setting gives rise
to the minimum-cost stable matching problem, where the goal is to construct
a stable matching that minimizes the total cost of matched partners. Irving et
al. [23] designed a poly-time algorithm for the bipartite (marriage) version of
a special case of this problem, referred to as the egalitarian stable matching
problem, where a cost of j is associated with each player for matching his/her
jth preferred partner. Roth et al. [34] gave an LP-based solution to the problem.
Irving’s work was generalized by Feder [17] who presented a poly-time algorithm
for the bipartite version of the general minimum-cost stable matching problem.
Moreover, Feder also established the NP-hardness of the all-pairs (roommates)
version and showed that it admits a 2-approximation algorithm.

The players’ preferences in general stable matching scenarios exhibit no in-
trinsic correlations. Several approaches have been taken towards introducing
consistency in the preference lists [21,24, 26, 30]. Most relevant to the current
paper is the approach of Arkin et al. [8] who studied the geometric stable room-
mate problem, where the players are identified with points in a Euclidean space
and the preferences are given by the sorted distances to the other points. They
showed that in the geometric setting, a stable matching always exists and that
it is unique if the players’ preferences exhibit no ties. These results easily gen-
eralize to arbitrary metric spaces. Arkin et al. also introduced the notion of an
a-stable matching, which is central to the current paper.

There is an extensive literature on matching instances whose preferences are
determined by the numerical attributes of the edges, interpreted as gains that
should be maximized, rather than costs that should be minimized (cf. correlated
two-sided markets) [1,2,5,20]. Closely related to the goal of the current paper,
Anshelevich et al. [5] establish tight tradeoffs between the matching stability
parameter o and the PoA and PoS in the bipartite case under this gain maxi-
mization variant. In fact, the simple iterative algorithm presented in Sec. 4.1 is
equivalent to the algorithm used in the proof of Theorem 2 in [5], but as it turns
out, analyzing the quality of the resulting (a-stable) matching under the cost
minimization variant studied in the current paper is much more demanding.

Reingold and Tarjan [33] proved that the approximation ratio of some greedy
algorithm for minimum-cost perfect matching in metric graphs is ©(n!°8(3/2))
where log(3/2) ~ 0.58.3 It turns out that this result is equivalent to establishing
the same bound for the PoA of minimum-cost perfect matching in such graphs.
In the full version of this paper, we give a simpler proof for the PoA-result and
extend their result to obtain a lower bound for the PoS for all o > 1.

3 In this paper, logz denotes the logarithm of x to the base of 2.



2 Setting and Preliminaries

Consider a graph G with vertex set V(@) and edge set E(G). Each edge e € E(G)
is assigned a positive real cost c¢(e). Unless stated otherwise, our graphs have 2n
vertices, n € Zxg, and are either complete (|E(G)| = (22”)) or complete bipartite
(V(G) = Uy UUs, |Uy| = |Us] =n and |E(G)| = n?). We say that the complete
graph G is metric if c¢(x,y) < c(z, 2)+c(z,y) for every z,y, z € V(G); we say that
the complete bipartite graph G is metric if c(z,y) < ez, 2) + ¢(z,2") + ¢(2/,y)
for every x,y, 2,2 € V(G), where x, 2’ and y, z are on opposite sides of G. For
an arbitrary graph G, the distance distg(z,y) of two vertices x and y of G is
defined as the weighted length of the shortest path between z and y in G.

A matching is a subset M C E(G) of the edges such that every vertex in
V(G) is incident to at most one edge in M. A matching is called perfect if every
vertex in V(G) is incident to exactly one edge in M, which implies that |[M| =n
as |V(G)| = 2n. For a perfect matching M and a vertex « € V(G), we denote by
M (z) the unique vertex y € V(G) such that (z,y) € M. Unless stated otherwise,
all matchings mentioned hereafter are assumed to be perfect. (Perfect matchings
clearly exist in a complete graph with an even number of vertices and in a
complete balanced bipartite graph.) Given an edge subset F' C E(G), we define
the cost of F' as the total cost of all edges in F', denoted by ¢(F) = > . c(e);
in particular, the cost of a matching is the sum of its edge costs.

Definition (a-Stable Matching). Consider some (perfect) matching M C
E(G) and some real number o > 1. An edge (u,v) ¢ M is called a-unstable
(a.k.a. a-blocking ) with respect to M if a-c(u, v) < min{c(u, M (u)), c(v, M (v))}.
Otherwise, the edge is called a-stable. A matching M is called a-stable if it
does not admit any a-unstable edge. We will omit o and call edges as well as
matchings just stable or unstable whenever « is clear from the context or the
argumentation holds for every choice of c.

Let M* denote a certain (perfect) matching M that minimizes ¢(M). For sim-
plicity, in what follows, we restrict our attention to complete (rather than com-
plete bipartite) metric graphs, although all our results hold also for the complete
bipartite case (following essentially the same lines of arguments).

Definition (a-Price of Stability). The a-Price of Stability of G, denoted by
PoS,(G), is defined as PoSy(G) = min{c(M)/c(M*) : M is a-stable matching}.
Furthermore, PoS,(2n) = sup{PoS,(G) : G is metric, |V(G)| = 2n}. Unless
stated otherwise, when the parameter « is omitted, we refer to the case o = 1.

Definition (Price of Anarchy). The Price of Anarchy of a graph G, denoted
by PoA(QG), is defined as PoA(G) = max{c(M)/c(M*) : M is stable matching}.
Furthermore, PoA(2n) = sup{PoA(G) : G is metric, |V(G)| = 2n}.

Note that since any stable matching by definition is also a-stable for any o > 1,
the Price of Anarchy does not improve by considering a-stability and hence its
definition does not include the parameter a.



3 Price of Anarchy

The following theorem was implicitly proven by Reingold and Tarjan [33] in
1981. They showed that for minimum-cost perfect matching in metric graphs,
the approximation ratio of the algorithm that picks edges by ascending costs
is Q(nlog(?’/ 2)). Since the matching returned by this greedy algorithm is stable
and since every stable matching can be obtained from the algorithm by an ap-
propriate tie-breaking policy, it follows that the PoA of minimum-cost perfect
matching in such graphs is also @(n!°2(3/2)). A simpler and more intuitive proof
for Reingold and Tarjan’s 30 years old result is given in the full version of this
paper.

Theorem 1. The PoA of minimum-cost perfect matching in metric graphs with
2n vertices is O (n°8(/2)),

4 Price of Stability

The upper bound established on the PoA in Sec. 3 clearly holds for the PoS
too. In the full version of this paper, we show that the proof technique for the
2(n'°8(3/2))lower bound of Sec. 3 can be easily adapted to establish the same
lower bound for the PoS as well. In fact, we generalize this result, showing that
PoS,(2n) = 2 (nlog(1+1/(20‘))) for every a > 1. Consequently, we turn our atten-
tion to bounding PoS, (2n) from above, establishing the following asymptotically
tight upper bound.

Theorem 2. The PoS, of minimum-cost perfect matching in metric graphs with

2n vertices is at most 3 - nlog(1+1/(20))

The proof of Theorem 2 is constructive, relying on a simple algorithm pre-
sented in Sec. 4.1. Sec. 4.2 provides the analysis of this algorithm, showing that
the returned matching indeed satisfies the bound. Full proofs missing from this
section can be found in the full version of this paper.

4.1 An Algorithm for a-Stable Matchings

The following algorithm STAB transforms a minimum-cost matching M™* in a
metric graph into an a-stable matching M.

ALGORITHM STAB: Start with the minimum-cost matching M <+ M* and iterate
over all edges of G by non-decreasing order of costs. If the edge (u,v) currently
considered is a-unstable in the current matching M, replace the edges (u, M (u))
and (v, M(v)) in M by (u,v) and (M (u), M(v)) (this operation is called a flip
of the edge (u,v)) and continue with the next edge. After having iterated over
all edges, return M.

We assume that edge cost ties are resolved in an arbitrary but consistent manner.
In the following, we denote by M; the matching calculated by the above algo-
rithm at the end of iteration i. Moreover, My = M* is the initial minimum-cost
matching and Mg the final matching returned by STAB.



Lemma 3. For any unstable edge b created by the flip of an edge e, we have
c(b) > c(e).

Corollary 4 follows by induction on i. Lemma 5 then follows by a straight-
forward analysis of the algorithm’s run-time.

Corollary 4. Let e; be the edge considered in iteration i. Then for any unstable
edge b in M; it holds that either c(e;) < c(b) or b will be considered in a later
tteration j > i.

Lemma 5. Algorithm STAB transforms a minimum-cost matching into a valid
a-stable matching in time O(n*logn).

4.2 Cost Analysis

Our goal in this section is to show that when STAB is invoked with parame-
ter a for any o > 1, it returns an a-stable matching Mg satisfying ¢(Mg) =
c(M*) - O(n'°8(1+1/(22))) " Since this section makes heavy use of rooted binary
trees and their properties, we require a few definitions. In a full binary tree, each
inner node has exactly two children. The depth d(v) of a node v in a tree T is
the length of the unique path from the root of T to v and the height h(T) of a
tree T is defined as the maximal depth of any node in T'. The height h(v) of a
node v of T' is defined to be the height of its subtree. The leaf set L(T') or L(F)
of a tree T or a collection F of trees is the set of all leaves in T" or F', resp. The
leaf set L(v) of a node v in a tree is £(T,) where T, is the subtree rooted at v.
Finally, two nodes with the same parent are called sibling nodes. We begin with
Lemma 6 stating an important property of the edges that are flipped by STAB.

Lemma 6. If an edge e is flipped in iteration i, then e € M; for all j > i and,
in particular, e € Mg.

Consider an iteration of STAB where edge (u,v) is flipped because it was
unstable at the beginning of the iteration. Then the two edges (u, M (u)) and
(v, M (v)) are replaced by (u,v) and (M (u), M(v)). Since the edge (u,v) is se-
lected irrevocably according to Lemma 6, the edges (u, M (u)) and (v, M (v)) can
never be part of M again. The only edge, of the four edges involved, that may
be changed again, is the edge (M (u), M (v)). Thus, we refer to (M (u), M(v)) as
an active edge. We also refer to all edges in M as active. Using the notion of
active edges, we shall now model the changes that STAB applies to the matching
during its execution through a logical helper structure called the flip forest. To
avoid confusion between the basic elements of our graphs and the basic elements
of the flip forest, we refer to the former as vertices/edges and to the latter as
nodes/links.

Definition (Flip Forest). The flip forest F = (U, K) for a certain execution
of STAB is a collection of disjoint rooted trees and has node set U and link set K.
For each edge e € V XV that has been active at some stage during the execution,



there exists a node u. € U. This correspondence is denoted by u. ~ e. For each
flip of an edge (u,v) in G, resulting in the removal of the edges (u, M (u)) and
(v, M(v)) from M, K contains a link connecting the node y ~ (u, M (u)) to its
parent x ~ (M(u), M(v)) and a link connecting the node z ~ (v, M(v)) to its
parent x ~ (M (u), M(v)). (Observe that, by definition, all three edges (u, M (u)),
(v, M(v)), and (M (u), M(v)) are active.) Refer to Fig. 1 for an illustration.*

The definition of a flip forest ensures that for each flip of the algorithm, we
obtain a binary flip tree segment. When we transcribe each flip operation of the
complete execution of STAB into a flip tree segment as explained above, we end
up with a collection of full binary trees — the flip forest. This is because the
parent node of a tree segment may appear as a child node of the tree segment
corresponding to a later iteration of the algorithm since its corresponding edge
is still active and therefore may participate in another flip. Each such tree is
called a flip tree hereafter. Figure 2 illustrates a sample execution of STAB.

Observe that all leaves (including isolated nodes) in the flip forest correspond
to edges in the minimum-cost matching My = M*. The edges in the matching
Mg are implicitly represented by the flip forest: An edge that gets flipped —
and is therefore irrevocably selected into Mg — has no corresponding node in F,
but we may associate it with the node corresponding to the active edge resulting
from the flip. On top of these edges, Mg contains the edges corresponding to the
roots of the trees in the flip forest.

We now define a function ¥ : U — R that maps a real weight to each node in
the flip forest F' as follows. For each leaf ¢ of a flip tree in F', we set 1(¢) = c(e),
where ¢ ~ e and we recall that an edge corresponding to a leaf node in F' is part
of M*. The function 1 is extended to an inner node x of a flip tree with child
nodes y and z by the recursion

U(x) = P(y) +¢(2) + (1/a) - min{i(y), ¥(2)} - (1)

For ease of notation, we call the child with smaller (resp., larger) weight as well
as the link leading to its parent light (resp., heavy); ties are resolved arbitrarily.
We denote the light child of a node = as z, and the heavy child as z,,. Then we
can rewrite Eq. (1) as ¢(x) = ¢(x,) + (1 +1/a) - ¥(z,).

Lemma 7. Let x be a node in F and e an edge in G with x ~ e. Then c(e) <

().

At this stage, we would like to relate the weight 1 (rr) of the roots r¢ in F' to
the cost of the stable matching Mg returned by STAB. To that end, we observe
that Mg consists of the edges corresponding to the roots in F' and to the edges
that have been flipped along the course of the execution; let R and D denote
the set of the former and latter edges, respectively. Observe that

o(Ms) = cle)+ > cle) .
eeER ecD

4 All figures are deferred to the full version of this paper.



Consider the flip of the edge (u,v) resulting in the insertion of the edge
(M(u), M(v)) ~ x to M and the removal of the edges (u, M(u)) ~ xy and
(v,M(v)) ~ zg from M. Since ¥(x) = ¢Y(zg) + (1 + 1/a) - ¢¥(zL), we have
Y(z)—(W(zL)+¢(zm)) = ¢¥(rr)/o. Lemma 7 then implies that ¢ (z) — (¢¥(vr) +
Y(zg)) > c(u, M(u))/a, and since edge (u,v) was flipped, we have ¥(z) —
(W(zr) +Y(xm)) > c(u,v). Therefore,

See) s Y (@) - (War) + d(an))

eeD internal x€U
=Y (v = 3 )
flip trees T LeL(T)
=S vl - 3 w0
flip trees T LEL(F)

where the second equation holds by a telescoping argument. Note further that
ZeER C(e) < Eﬂip treesT ,(/)(TT) and thus

o(Ms) <2 D> W(rr) — > W(0) .

flip trees T LEL(F)
Since ¢(M™*) = 3_yc p () ¥(£), Corollary 8 follows.

Corollary 8. The matching Mg returned by STAB satisfies

o(Ms) <2 > (rp) —c(M") .

flip trees T'

We will now have a closer look at the properties of our flip trees and their
weights. It will be convenient to ignore the relation of the flip trees to the STAB
algorithm at this stage; in other words, we consider an abstract full binary tree
T with a leaf weight function w : L(T) — R>q. For any leaf ¢ of T, we set
¥(¢) = w(¢) and determine the weight v (z) of each inner node = in T following
the recursion given by Eq. (1). Note that we allow our tree T to have zero-weight
leaves now (this can only make our analysis more general).

Definition (Complete Binary Tree). A full binary tree T is called complete
if all leaves are at depth h(T) or h(T) — 1. Given some positive integer n that
will typically be the number of leaves in some tree, let h(n) = [logn] and k(n) =
2Mn) —n. Note that 0 < k(n) < 2hM=1,

Observe that for a complete full binary T with n leaves, h(n) is the height h(T)
of T while k(n) equals the number of missing leaves at the maximum depth A(T).

Definition (i¢-Balanced Binary Tree). A full binary tree T is called 1)-
balanced if for any two sibling nodes x,y in T, we have () = P (y).



Consider a full binary tree T. Let A(T) denote the sum of the weights of the
leaves of T', i.e., A(T) = > pepomyw(t) = X pep(r) ¥(0), and let ¥(T') = ¢(rr)
(recall that rp denotes the root of T). The following observation is established
by induction on the node depth.

Observation 9. For any node v of a -balanced full binary tree T, we have
Y(v) = (2+1/a)" 4 w(T).

Definition (Effect of a Flip Tree). The effect n(T) of a full binary tree T is
defined as
W(T)/AT) if A(T) >0
n(T) = ()/()'()_
1 if A(T)=0

An n-leaf full binary tree T is said to be effective if it mazimizes n(T), i.e., if
there does not exist any n-leaf full binary tree T' such that n(T") > n(T).

Intuitively speaking, if we think of T" as a flip tree, then its effect is a measure
for the factor by which the flips represented by 7" increase the cost of M* when
applied to it. But, once again, we do not restrict our attention to flip trees at this
stage. The effect of a full binary tree is essentially determined by its topology
and by the assignment of weights to its leaves. It is important to point out that
the effect of a flip tree is invariant to scaling its leaf weights (see full version
of this paper). Our upper bound is established by showing that the effect of an
effective n-leaf full binary tree is O(nlog(Hl/ (2“))). We begin by developing a
better understanding of the topology of effective 1-balanced full binary trees.

Lemma 10. An effective n-leaf 1-balanced full binary tree must be complete.

Proof (sketch). Aiming for a contradiction, suppose that T is not complete. Let
z be an internal node at depth d with leaf children z,y (whose depth is d + 1)
and let 2z’ be a leaf at depth d’ < d. Let T’ be the full binary tree obtained
from T by deleting = and y and inserting two new leaves x’, 3" as children of 2’.
Let w and w’ be the leaf weigh functions of T' and T, respectively, defined by
requiring that T and T” are t-balanced and scaled so that ¥(T) = ¥(T") = 1;
this is well defined since by Observation 9, the -values of all nodes in T and T”
(and in particular, the leaf weight functions w and w’) are fully determined by
their topology and the values of ¥(T') and ¥(7”) (in a top-down fashion).

We establish the proof by arguing that A(7”) < A(T) which implies n(1") >
7(T), in contradiction to T" being effective. To that end, notice that the construc-
tion of 77 implies A(T") = A(T)+w'(z')+w' (v ) +w' (2) — (w(x) + w(y) + w(z’)).
The assertion follows from Observation 9 by a direct calculation. O

Next, we develop a closed-form expression for the effect of complete -
balanced full binary trees. We define the function ¢ : Z~o — R as
(2+ 1/a)rm)
2Mn) 4+ k(n)/a

and recall that h(n) = [logn] and k(n) = 2™ —n. Lemma 11 follows from
Observation 9 by direct calculation and Lemma 12 follows from ¢’s definition.

p(n) =



Lemma 11. The effect of an n-leaf complete y-balanced full binary tree T is
n(T) = p(n).

Lemma 12. The function p(n) is strictly increasing.

Now, we can show that it is sufficient to consider complete i-balanced full
binary trees.

Lemma 13. An effective n-leaf full binary tree must be v-balanced.

Proof. We prove the statement by induction on the number of leaves n. The base
case of a tree having a single leaf (which is also the root) holds vacuously; the
base case of a tree having two leaves is trivial. Assume that the assertion holds
for trees with fewer than n leaves and let T be an effective n-leaf full binary
tree. Let Ty and T, be the left and right subtrees of T and let z be the number
of leaves in Ty where 1 < z <n — 1.

Observe that both T, and T, have to be effective as otherwise, n(T") could
be increased. More precisely, if T; € {Ty, T;.} is not effective, then there exists
a full binary tree 7] with the same number of leaves as T; (either z or n — z)
such that n(T7) > n(T;); by replacing T; with T/ in T and scaling A(T7) so that
A(T!) = A(T;), we increase ¥(T') without affecting A(T'), thus increasing n(T),
in contradiction to T being effective. By the inductive hypothesis, both 7, and
T, are v-balanced, hence Lemma 10 guarantees that both are complete. This
allows us to use Lemma 11 to determine the effects of Ty and T, as ¢(z) and
o(n — z), respectively.

Assume without loss of generality that the leaf weights are scaled such that
AT) = A(Ty) + A(T,) = 1 and set A(Ty) = =, A(T;) = 1 — z, for some 0 <
x < 1. We consider a set of n — 1 functions f, : [0,1] — Rs¢ (parametrized by
1<z<n-—1) with

fa) = [ T (L 1a)en =) (1= 2) i el > pln—2)(1 -2

: (1+1/a)p(z) @ +p(n—2)- (1—a) if p(z)r < p(n - 2)(1 - 2)
that, by Lemma 11, determine the effect of T' given that Ty has 1 < z < n —
1 leaves and A(T;) = x € [0,1]. Observe that each f, is a piecewise linear
continuous function, linear in the intervals [0,b.] and [b,, 1], where b, is the
break point of f, satisfying p(2)b, = p(n — 2)(1 —b,). Hence, f, must attain its
maximum either at a boundary point 0 or 1, or at the break point b,, where the
latter case corresponds to a 1-balanced tree.

Consider the function f(z) = max, f.(z) whose maximum corresponds to
the effect of an effective n-leaf full binary tree and let & € argmax,c(o ) f(z).
We argue that & can be neither 0 nor 1. Indeed, if & = 0, then A(T) = A(T;)
and ¥(T) = ¥(T,), hence n(T) = n(T,) for the corresponding tree T'. But since
T, has fewer leaves than T" and is complete and 1-balanced, Lemmas 11 and 12
dictate that its effect — and thus also the effect of T'— must be smaller than the
effect of an mn-leaf complete 1-balanced full binary tree, a contradiction to the
choice of & maximizing f(z). An analogous argument excludes & = 1. It follows

10



that the maximum of f(x) must be attained at a point 0 < & < 1, which, by the
definition of f, is the break point b, of some function f, and thus realized by a
1p-balanced tree. a

Combining Lemmas 10, 11, and 13 and recalling that h = h(n) = [logn] <
logn + 1 and k = k(n) > 0, we conclude that the effect of an n-leaf full binary
tree is at most

(24 1/a)? < (24 1/a)?

< 1 1 2 10gn+1 < 2 10g(1+1/(2a)) .
T he S g S (/) < 32

Returning to the definition of the flip forest F', we recall that there exists one leaf
in F for each of the n edges in the minimum-cost matching M™* and therefore
each flip tree has at most n leaves. Furthermore, since

)= S S wwn= 3 A,

flip trees T L€ L(T) flip trees T

we can employ Corollary 8 to derive

c(Ms) < 9. Zﬂip trees 7Y (T) < 2. max n(T) < 3. plog(1+1/(2a))
C(M*) h Zﬂip trccsTA(T) N flip trees T B ,

thus establishing Theorem 2.
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Appendix

A Online Dating

Consider a (heterosexual) dating platform with the goal to help a set W of
women and a set M of men finding suitable partners and let us assume that
|W| = |M|. When signing up for the platform, a woman w € W (resp., a
man m € M) has to complete a questionnaire about a set of her (his) own
characteristics including absolute numerical properties such as age, height, or
weight; relative numerical properties such as sportiness, empathy, or ambition;
and combinations thereof that capture more complex aspects such as movie taste.
This questionnaire generates a point v(w) (v(m)) in the real vector space Vi
(Var), where each characteristic is represented by one or more dimensions. Then,
she (he) completes a different questionnaire describing the characteristics of her
ideal male partner w* (his ideal female partner m*), which in turn generates a
point v(w*) in Vi (v(m*) in V). Notice that Vs and Vi may correspond to
different sets of characteristics (after all, men and women might be interested in
different qualities of the respective opposite sex).

We determine the valuation of woman w for man m by ||[v(m) — v(w*)||ar,
where || - ||as is some norm on Vis. (The same goes with the opposite sexes with
respect to some norm || - ||w on Viy.) Presuming that one would rather not be
in a relationship with a partner that is not attracted to oneself, it is natural to
measure the cost of a match between a woman w € W and a man m € M in
terms of

c(w,m) = max{|lv(m) — v(w*)|[ar, v(w) = ov(m)[lw}

with the reasoning that “a chain (a relationship in this case) is only as strong as
its weakest link”. Observe that by definition, the symmetric cost function (-, -)
obeys the bipartite counterpart of the triangle inequality. Refer to Figure 3 for
an example with two-dimensional vector spaces Vi and Vj,.

The popularity of a dating platform depends significantly on the trust that
its users have in the platform finding them a suitable partner. This trust can
be boosted by providing rigid guarantees for the matching established by the
platform. Two such natural guarantees are that the total matching cost is mini-
mized, which means that on average, the partners in a matched pair have optimal
valuations for each other; and that the matching is stable, which means that no
unmatched pair has an incentive to deviate from the matching recommended by
the platform. However, it turns out that these two guarantees cannot coexist,
hence we allow for an approximation of the minimum cost (perfect) matching
and relax the notion of stability. The PoS then tells us how well the dating plat-
form can do in terms of the total matching cost compared to a benchmark which
is not subject to the (relaxed) stability constraint.

The problem described above corresponds to matchings in complete bipar-
tite graphs (the marriage version). If, instead, we consider a same-sex dating
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platform, we end up with points in a single vector space and a cost function
defined over all user pairs which corresponds to matchings in complete graphs
(the roommates version).

B Price of Anarchy

In this section, we present a simpler and more intuitive proof for Reingold and
Tarjan’s 30-year-old result cast in Theorem 1, which relies on a series of ele-
mentary reductions, essentially showing that PoA(2n) is realized by weighted
line graphs, i.e., metric graphs that can be embedded isometrically into the real
line. Following that, we introduce a family of weighted line graphs with PoA of
Q(nlog(?’/ 2)) and show that no other weighted line graph admits higher PoA.

Definition (Matching Configuration). A matching configuration (MC) £ =
(G, M*, M) consists of a metric graph G, a minimum-cost matching M*, and a

stable matching M on G. The ratio of £ is defined as p(§) == c¢(M)/c(M™*).

Observe that the definition of a MC ¢ induces a collection A(§) of alternating
cycles in the symmetric difference M & M™*, where an alternating cycle is a cycle
whose edges are alternatingly from M and M*. The cycles in A() are referred
to hereafter as the alternating cycles ezhibited by £. We say that £ is spanned
by the cycles in A(£) if each vertex of G belongs to an alternating cycle in
A(&). Clearly, graphs with two vertices admit a single (perfect) matching, hence
PoA(2) = 1, so in what follows, it suffices to consider MCs on 2n vertices for
n > 1. The following lemma states that it also suffices to consider MCs spanned
by a single alternating cycle.

Lemma 14. For every MC § = (G, M*, M) on 2n vertices, there exists a MC
& on 2n’ wvertices, 1 < n’ < n, spanned by a single alternating cycle such that

p(§) > p(§).

Proof. Since A(£) = () implies p(§) = 1, we may assume hereafter that |A(£)]| >
1. So let A be an alternating cycle in A(£) maximizing the ratio ¢(My4)/c(M3),
where M4 and M} are the matchings M* and M, resp., restricted to the edges of
A. Let G4 be the subgraph of G induced by V(A) and take £ = (Ga, M%, My).
Observe that é is a valid MC, since M} and M4 are still a minimum-cost match-
ing and a stable matching, resp., in G4. By the choice of A, it follows that

p(&) = p(§)- 0

In the following, we will say that the edge costs in a graph G = (V, E) agree
with the distances in a subgraph G’ = (V| E’) on the same vertices, if and only
if for any edge (x,y) in G we have c¢(z,y) = distg (z,y).

Definition (Weighted Cycle MC). A MC ¢ = (G, M*, M) is said to be a
weighted cycle MC if £ is spanned by a single alternating cycle A and the edge

costs in G agree with the distances in the subgraph of G induced by the edges in
E(A).
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Our next lemma states that it suffices to bound the PoA in weighted cycle
MCs.

Lemma 15. For every MC & = (G, M*, M) on 2n vertices that is spanned by a
single alternating cycle, there exists a weighted cycle MC & on 2n vertices such

that p(§) = p(§)-

Proof. Let A be the single alternating cycle spanning £. If £ is not a weighted
cycle MC, then G must admit a shortcut — an edge (z,y) € E(G) \ E(A)
satisfying ¢(x,y) < dist 4 (z,y), where dist 4(z,y) denotes the distance between
x and y in the (weighted) cycle A. Let (z,y) be a shortcut minimizing c(x,y)
and let z € V(G)\ {z, y} be the vertex minimizing ¢(z, z) + ¢(z,y). Observe that
c(x,y) must be strictly smaller than ¢(z, 2) 4+ ¢(z,y) as (z,y) is a shortcut of G
and G does not admit any shorter shortcut. We argue that the cost of (z,y) can
be increased to ¢(x, z) + ¢(z,y) without violating the validity of £ as a MC. As
there are only finitely many shortcuts, the assertion follows since repeating this
step (finitely many times) removes all the shortcuts of G. To that end, note that
after increasing c(x, y) to ¢(z, z)+c(z,y), M* remains a minimum-cost matching
of G (we only increased the cost of some edge not in M*) and M remains a stable
matching of G (we only increased the cost of some edge not in M). So, all we
have to show is that G remains metric, which follows from the choice of z. O

Definition (Weighted Line MC). We say that a (2n)-vertexr metric graph G
is a weighted line graph if it can be isometrically embedded into the real line. As
such, it is convenient to identify the vertices of G with the reals 1 < --- < Ty,
so that c(z;,xj) = xj — x; for every 1 < i < j < 2n. In some cases, it will
also be convenient to define a weighted line graph by setting all the differences
Tir1 — x; without explicitly specifying the x;s themselves. A weighted line MC
&= (G,M*, M) is a MC on 2n vertices satisfying:

(1) G is a weighted line graph;
(2) M* = {(3721‘,1,3?21‘) | 1 S 7 S n}; and
(3) M = {(z2i,22i41) [ 1 < i <n}U{(21,22,)}

Observe that € is spanned by a single alternating cycle A = (x1,...,Tap,21).

Note that requirement (2) in the definition is not really necessary: the re-
quirement that G is a weighted line graph already implies that {(z2;-1,22;) |
1 < i < n} is the unique minimum-cost matching of G as every other match-
ing M’ contains some edge (z;,x;) such that |j —¢| > 1; it is easy to show
that such an edge must belong to an improving alternating cycle, hence M’
cannot be optimal. Given a (2n)-vertex weighted line graph G, we shall subse-
quently denote this unique minimum-cost stable matching by M*(G) and the
matching {(x2;, T2i41) | 1 < ¢ < n} U {(z1,22,)} by M(G). By definition,
¢ = (G,M*(@),M(Q@)) is a valid (weighted line) MC if and only if M(G) is
stable. Note also that a weighted line MC is a refinement of a weighted cycle
MC, with the additional requirement that the cost of the longest edge in the
unique alternating cycle A equals the total cost of all other edges of A. Building
on this fact, the next lemma states that it suffices to consider weighted line MCs.
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Lemma 16. For every weighted cycle MC & = (G, M*, M) on 2n vertices, there

exists a weighted line MC & on 2n vertices such that p(§) > p(€).

Proof. Let A be the single alternating cycle spanning £ and let e be an edge in
M that maximizes c(e). Let W_c =3 c g a) (e} €(€). Clearly, c(e) < W_, as
otherwise, G is not metric. We argue that if c¢(e) < W_,, then the cost of e can
be increased to W_, (while also adapting the cost of all edges in G whose cost
is affected by e, bearing in mind that the edge costs in G have to agree with
the distances in the subgraph induced by E(A)) without violating the validity
of £ as a MC; the assertion follows because this step turns £ into a weighted line
MC. To that end, note that after increasing c(e) to W_., G remains metric (£
is a weighted cycle MC) and M* remains a minimum-cost matching (we only
increased the cost of some edges not in M*). So, all we have to show is that M
remains stable, which follows from the choice of e. a

Once we restrict our attention to weighted line configurations, we can aug-
ment G with new vertices without significantly affecting the ratio of the MC.

Lemma 17. For every weighted line MC & = (G, M*, M) on 2n vertices and
for any € > 0, there exists a weighted line MC & on 2(n + 1) vertices such that

p(&) = p(€) —e.

Proof. Recall that the vertices of G are identified with the reals z1 < ... < xa,.
Let G be the weighted line graph obtained from G by augmenting V(G) with
two new vertices identified with the reals y = o, + ¢ and ' = y + ¢ for
some &’ > § > 0. The assertion follows since by taking a sufficiently small §’, we
guarantee both that M (G) is stable in G and that ¢(M(G))/c(M*(G)) > p(€)—e.

O

We now turn to present a family of metric graphs referred to as Reingold-
Tarjan graphs, acknowledging Reingold and Tarjan’s paper [33], where these
graphs were first introduced.

Consider some integer k& > 0. The k" Reingold-Tarjan graph H* is a weighted
line graph whose 2* vertices are identified with the reals 2§ < --- < mgk. It is
defined recursively: For k = 1, we set x5 — 2} = 1. Assume that H* is already
defined and let D* = 2%, — 2 be its diameter. Then, H*! is defined by placing
two disjoint instances of H* on the real line with an S¥*1 spacing between
them, i.e., xg,fil - xg,fl = Skt vielding D*+! = 2. D¥ + §k+1_ In the current®
construction, we set S¥ = D*~! thus the diameter of H* satisfies D* = 3F~1,
Refer to Fig. 4 for an illustration of the parametrized Reingold-Tarjan graph
H?2 that will be used later. The original graph is obtained by setting the two
parameters « and € to 1 and 0, respectively.

Recall that M*(H¥) matches x§;, | with x5, for every 1 < i < 2*~1: since
all these edges have cost 1, it follows that ¢(M*(H¥)) = 2¥~1. Furthermore, we

5 A parametrized variant of the Reingold-Tarjan graphs is presented in Appendix C,
where we use a different value for S*.
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argue by induction on k that the matching

M(H*) = {(25;, 05:41) | 1 < i < 2" U {(af, 250)}
is stable and that its cost is

o(M(H")) = D* + (D" — c(M*)) =2 3F71 —2F71

Therefore, & = (H*, M*(H*), M(H*)), referred to as the k" Reingold- Tarjan
MC hereafter, is a valid weighted line MC with ratio

c(M(H")) 2. 3k-1 —gk—1

P(ﬁfn) = c(M*(HF)) = ok—1 = @((3/2)1@71) _ Q(nlog(3/2)) ,

where the last equation follows by setting 2n = 2F. Using Lemma 17 to ex-
tend the Reingold-Tarjan graphs for 2n # 2*, we immediately conclude that
PoA(2n) = £2(n'°8(3/2)) establishing the lower bound part of Theorem 1. The
upper bound part of the theorem is established by combining Lemmas 14, 15,
16, and 17 with the following lemma.

Lemma 18. The k' Reingold-Tarjan MC {}%T satisfies the inequality p(fﬁT) >
p(&) for any weighted line MC & on 2% vertices.

Proof. By induction on k. The assertion holds trivially for k£ = 1, so assume that
it holds for k and consider an arbitrary weighted line MC ¢ = (G, M*(G), M(G))
on 2F+1 vertices identified with the reals 7 < - -+ < Zor+1. Let L and R be the
subgraphs of G induced by the vertices x1,...,Zor and xoryq, ..., Tor+1, TESP.
Let e = (zr, 291, 1) and let Dy = xor — @1 and D = Zors1 — ok 1. We
refer to the vertices 1 and xor (resp., xory 1 and xow+1) as the external vertices
of L (resp., R) and to the vertices xa,...,Zox_q (resp., Tok g,...,Tor+1_1) as
the internal vertices of L (resp., R). Observe that e € M(G) and since M(G)
is a stable matching of G, we must have xor 1 — zor = c(e) < min{Dy, Dg}
as otherwise, at least one of the edges (x1,xor) or (Tory1,Zowr+1) is unstable.
Figure 5 illustrates the various notions.

We say that a 2*-vertex weighted line graph is consistent with H if it can be
obtained from H* by scaling the edge costs. Fixing the external vertices of L and
R, we argue that the internal vertices of L and R can be repositioned so that L
and R, resp., become consistent with H* without violating the validity of £ as a
weighted line MC and without decreasing the ratio p(£). We shall establish this
fact for L; the proof for R is analogous. Note first that since M (H¥) is stable in
HF* and since c(e) < Dy, it follows that by repositioning the internal vertices of
L so that L becomes consistent with H*, we do not violate the stability of M(G).
Second, by the inductive hypothesis, repositioning the internal vertices of L so
that L becomes consistent with H* maximizes c(M(L))/c(M*(L)), thus p(&)
cannot decrease after this repositioning step, which establishes the argument.
So, assume hereafter that both L and R are consistent with H*.

Assume without loss of generality that Dy > Dg, so c(e) = zaryq — Tor
is at most Dg. In fact, since R is consistent with H”, it follows that we can
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increase the difference zor 1 — zor until it is equal to Dg, keeping the difference
zi+1 — x; unchanged for all other is, without violating the validity of £ as a
weighted line MC and without decreasing the ratio p(§). So, assume hereafter
that Dy, > c(e) = Dgr. Now, we argue that we can scale down the differences
zi 1 —x; for every 1 < i < 2F, keeping x4, — 2; unchanged for all other s, until
we obtain Dy = ¢(e) = Dg, without decreasing the ratio p(¢). This completes
the proof since Dy, = c(e) = Dg implies that G = H**1,

Let ¢ = ¢(M(L)) — Dp, £* = ¢(M*(L)), r = ¢(M(R)) — Dpr, and * =
c¢(M*(R)); notice that £ + ¢* = Dy, and r + r* = Dg. Since ¢(e) = Dg, we can
express p(§) as

€)= c(M(G)) 2040 +2(r+7*)+2r 1" 2040 + 4 + 3"
P = (@) ~ o+ - o ‘

Recalling that Dy, > Dpg, we express Dy, as Dy, = (1 + A\)Dpg for some A > 0,
and so £ = (14 A)r and ¢* = (1 4+ A\)r*. Thus,

204N (AN A dr 307 (620 )1+ (4 + A)r”
P8 = (T+XN)r* +r* B (24 N)r* '

Assuming that the edge costs in G (as a whole) are scaled so that R = H*
(rather than merely being consistent with H*), and recalling the properties of

§§T, we get

k—1 _ o9k—1 k—1
p(€) = (64+2))(3 2+ (44 N)2 _ <62—:—2)\)\) (32811
6+2)

(24 N)2k-1
The lemma follows since the function f(\) = 55 is monotonically decreasing
for A > 0, meaning that it assumes its maximum for A = 0 which implies that
Dy, = Dg has to hold. O

C Lower Bound on PoS,

Our goal in this section is to prove Theorem 19 and thereby establish a lower
bound on PoS, of minimum-cost perfect matching in metric graphs with 2n
vertices.

Theorem 19. PoS, of minimum-cost perfect matching in metric graphs with
2n vertices is £2(nlos(1+1/(2))),

The graph construction that lies at the heart of this lower bound, denoted
HE  is a parametrized variant of the Reingold-Tarjan graph H* presented in Ap-
pendix B and depicted in Fig. 4 for arbitrary values of a.. Specifically, the 2-vertex
graph H} is identical to H'; and the 2¥*!-vertex graph H**! is constructed re-
cursively by placing two disjoint instances of H¥, each of diameter DX on the real
line, only that this time, the spacing between them is set to S¥*1 = (1/a—¢) Dk,
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for some sufficiently small € > 0 that will be determined later on. This implies
that DX = (2+1/a —¢)*~! and Skt = (1/a —¢)(2+ 1/a — )k L.

Now let M be an a-stable matching in HYX. We argue that M has to contain
each edge e = (z,y) with c(e) = 1/a — €. Indeed, if e ¢ M, then e is a-unstable
in M since c(e) < a-min{c(x,x’), c(y,y')} for all other vertices 2/, y’. Given that
all vertices with distance 1/« — e are therefore already matched, we can apply
the same argument for each edge connecting two adjacent vertices with edge
cost (1/a —¢€)(2+ 1/a — €) and thereby conclude that these edges have to be
in M as well. By repeating this argument, we end up with the unique a-stable
matching M that has to contain the edge (x¥, xgk) whose cost is D¥ and and all
other edges whose cost differs from 1. Thus, ¢(M) > D¥ = (2 + 1/a —&)F~1.

On the other hand, the cost of the minimum-cost matching M™* is not larger
than that of the matching using all cost 1 edges, thus we can bound the cost of
M* as ¢(M*) < 2F=1. Together, we conclude that

c a—g)k1
o 2 @

1 k—1
-0 (1 + ) -0 (nIOg(H%)) :
2

PoS.(HY) >

where the last two equalities hold by taking a sufficiently small ¢ and by recalling
that H” has 2n = 2% vertices, resp.

D Additional Proofs from Section 4

Proof (Lemma 3). We consider a flip of the edge e = (u,v) and denote by
e = (M(u), M(v)) the second new edge joining M as a result of the flip. The
two edges that are removed by the flip are denoted by f and g. See Fig. 6 for an
illustration of the situation.

When an edge e is flipped, there are essentially two different cases for an
unstable edge to be created. The unstable edge contains either one vertex of
e or one vertex of /. No other vertices are involved in the flip and thus every
new unstable edge has to contain at least one of the four vertices. We assume
without loss of generality that a vertex of the edge g is incident to the unstable
edge created by the flip.

Let us first consider the case where a vertex of e is incident to the new
unstable edge. This case is denoted as the edge b; in Fig. 6. We assume that by
is stable before the flip and unstable thereafter. For b; to be unstable after the
flip, we must have a-¢(b1) < ¢(e) and «-¢(by) < ¢(c). But as e is unstable before
the flip, we have a- ¢(e) < ¢(g) and thus we get - ¢(b1) < c(e) < ¢(g)/a < ¢(g).
This means that b; was already unstable before the flip, which is a contradiction
to the assumption. Hence, no vertex of e can be part of the new unstable edge.

Let us now consider the case, where a vertex from e’ is part of the new
unstable edge (b2 in Fig. 6). Since bs is stable before the flip and unstable after
it, we must have ¢(g) < a-¢(b2) < ¢(e’). But as e is unstable before the flip, we
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have a - ¢(e) < ¢(g), and thus we get c(e) < ¢(g)/a < ¢(ba) which completes the
proof. a

Proof (Lemma 5). The running time of the algorithm is dominated by the step
of sorting the edges in G according to their cost. This takes O(n?logn) steps.
The second phase — the actual algorithm — runs in O(n?) steps since it iterates
once over all edges in V' x V and each iteration takes O(1) time.

The correctness of the algorithm is established by Corollary 4 since it states
that in the last iteration, all unstable edges have strictly larger cost than the
edge currently considered or will be considered later. Since this edge is already
the one with the largest cost and all edges have been considered, there cannot
be any unstable edges in the final matching Mg. O

Proof (Lemma 6). Let us assume for the sake of contradiction that e = (u,v)
was flipped in iteration ¢ of the algorithm and further that (u,v) ¢ M, for some
j > i. According to the algorithm, we have (u,v) € M;. Since (u,v) ¢ M;,
there has to exist an iteration k with ¢ < k < j where (u,v) is removed from
My, such that (u,v) ¢ M. For this to happen, either edge (u,u’) or (v,v’)
for some vertex u’ or v’ must be flipped in iteration k because it was unstable
in Mj,_;. Without loss of generality, we assume that (u,u’) is unstable in My
and flipped in iteration k > 4. Thus, we have c(u,v’) < a - c(u,v') < ¢(u,v). But
this means that STAB would have considered the edge (u,u’) before considering
the edge (u,v), a contradiction to the assumption. O

Proof (Lemma 7). We prove the statement by induction over the height of x in its
flip tree. The assertion holds for every leaf x ~ e in the flip forest as ¥ (z) = ¢(e)
by definition. Assume that the statement holds for the two children x, and z,
of a node x that represents a flip of the edge (u,v). Then x ~ (M (u), M(v)) =
e and we assume without loss of generality that z, ~ (u,M(u)) = e, and
x, ~ (v, M(v)) = e,. Thus, by the inductive hypothesis, c(e,) < ¥(z,) and
c(ey) < 1(z,). This flip tree segment represents the replacement of the edges e,
and e, by e and (u,v), which happened because the edge (u,v) was unstable
with respect to M, that is, a - ¢(u,v) < min{c(e,), c(ey)}. Since G is metric, we
can bound c(e) as follows.

cle) < cley) + cley) + c(u,v)
< clew) + (1+1/a) - c(ey)
< Yla,)+ 1+ 1/a) - (x,) (inductive hypothesis)
= ¢Y(x ad

Proof (Lemma 10). Aiming for a contradiction, suppose that T is not complete.
Let z be an internal node at depth d with leaf children z,y (whose depth is
d+1) and let 2’ be a leaf at depth d’ < d. Let T” be the full binary tree obtained
from T by deleting = and y and inserting two new leaves z’, 3 as children of z’.
Let w and w’ be the leaf weigh functions of T and T", respectively, defined by
requiring that T and 7" are t-balanced and scaled so that ¥(T) = ¥(T') = 1
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this is well defined since by Observation 9, the 1-values of all nodes in T and T’
(and in particular, the leaf weight functions w and w’) are fully determined by
their topology and the values of ¥(T) and ¥(7”) (in a top-down fashion).

We establish the proof by arguing that A(7”) < A(T') which implies n(T") >
n(T), in contradiction to T being effective. To that end, notice that the con-
struction of T” implies that

A(T') = A(T) + w'(2) + w'(y') + w'(2) = (w(@) + wly) + w(=)) ,

so it suffices to prove that w'(z)—w(x)—w(y) < w(z’)—w'(z’)—w'(y’). Employing
Observation 9, we calculate

w(z)=2+1/a)"%  wx)=wly) = (2+1/a) @D

w(z') = (2+ 1/a)_d/ w'(z') =w'(y) = (2 + 1/a)—(d’+1) 7

so the proof reduces to showing that
2+1/a)7 1 -2/(2+1/a)) < 2+1/a)"" (1 -2/(2+1/a))
which holds since d > d'. O

Proof (Lemma 11). Again we assume without loss of generality that the weights
of the leaves are scaled so that W(T) = 1. By definition, T has 2" — 2k leaves
at depth h and k leaves at depth A — 1. Employing Observation 9, we conclude
that

AT) = (2" =2k)- 2+ 1/a) ™"+ k- (2+1/a)~h"D
= (2+1/a)™" (2" — 2%k + k- (2+1/a))
= 2+1/a)™"- 2" +k/a) .

Since ¥(T) = 1, we have n(T) = 1/A(T) which completes the proof. O

Proof (Lemma 12). We show that for all n € Z~, it holds that p(n+1) > ¢(n)
and distinguish two cases. First, we consider the case that n # 2! for all i € Z+.
Observe that h(n+1) = h(n) and k(n+1) < k(n) and therefore p(n+1) > ¢(n).
Now, we examine the case that n = 2¢ for some i € Z~q. We have h(n+1) = i+1
and h(n) =i as well as k(n + 1) = 2° — 1 and k(n) = 0. Plugging these values
into ¢, we obtain ¢(n + 1) > ¢(n) and the proof is complete. O

D.1 The Effect of a Flip Tree is Scaling-Invariant

Our goal in this section is to show that the effect of a full binary tree is invariant
under scaling its leaf weights.

We define the light depth A(z) of a node z in a flip tree T' as the number of
light links on the direct path from x to the root rp of T. Lemma 20 relates the
weight of an inner node of a flip tree to the weights of the leaves of its subtree.
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Lemma 20. Every node x in a flip tree satisfies
d(x) = Y (1+1/a) O ()
Lel(x)

Proof. We prove the statement by induction over the height of x in its flip tree.
The statement holds for a leaf node z since then we have L(z) = {z} and
A(x) — A(z) = 0. Assume that the statement holds for both children z, and =z,
of a node z. By definition, we have

W(x) = o)+ (1+1/a) ()
= Y (14 1/a) Oy

ZE,C(J;H)
1) Y (141 O ()
lEﬁ(wL)
= Y 1/ (e
LeL(zy)
+(1+1/a)- Z (14 1/a) OB =1 ()
LeL(z,)
= Y, (41O g+ Y (14 1/a)X07 (o)
LeL(zy,) LeL(z;)
= 3 A1/ g
LeL(x)
where we used A(z,) = A(z) + 1 and A(z,,) = A(z). O

Corollary 21 is immediate, since A(r7) = 0 for the root r7 of a flip tree T

Corollary 21. The root 1 of a flip tree T satisfies

dirr) = Y 1+ 1/ u(0)

(eL(T)

As the effect of a flip tree T is defined to be ¥(T)/A(T) and by definition,
(1) = ¢(T) as well as A(T) = 3 e () ¥(£), we observe that scaling the leaf
weights of a flip tree does not change its effect and the statement follows.
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Illustrative Figures

Y~ ey Z~ ey

u v

Fig. 1. The left side shows a matching configuration with an unstable edge (u,v),
which will be flipped by STAB. This flip is then represented by the flip tree segment
on the right, which depicts the replacement of the two active edges (u, M (u)) ~ y and
(v, M(v)) ~ z by the active edge (M (u), M (v)) ~ x.
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(a) The initial matching Mo (b) Matching M is obtained from My by flip-

is a minimum-cost matching. ping e>. The corresponding flip tree is shown
on the right.
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(c¢) Matching M> is obtained from M; by flipping
e4. The corresponding flip tree is shown on the right.

Fig. 2. This figure shows how the initial minimum-cost matching My is transformed
by an execution of STAB through the flips of the edges e2 and es along with the flip
forest (here only a single flip tree) corresponding to the execution. Edges in the current
matching are drawn with solid lines while edges in matchings of previous iterations are
drawn with dashed lines.

age/y

cochlea diameter/mm

Vi

age/y
60

30

kneecap diameter/cm

Fig. 3. In a fictitious example where age is relevant for both sexes while men are
particularly interested in women’s cochleas and women care about men’s kneecaps, we
depict the points corresponding to the characteristics of four individuals, two women
and two men. A black mark indicates the characteristic of a specific user while the
corresponding shape in red marks the characteristic of that person’s ideal partner.
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Fig. 4. This parametrized Reingold-Tarjan graph H2 with 2% vertices has a unique
“expensive” a-stable matching M (red edges). Setting the optional parameters o and
¢ (that are used in the proof of the PoS lower bound) to 1 and 0, resp., yields the
original Reingold-Tarjan graph H*.
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Fig. 5. Any MC £ on 2" vertices can be transformed into a Reingold-Tarjan MC with-
out decreasing the ratio p(§). The black edges are part of the minimum-cost matching
M™ while the red edges belong to the stable matching M.
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Fig. 6. This figure illustrates the two different cases of Lemma 3.
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