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Unleashing Forward Thinking in Language Models

Motivation: Large Language Models (LLMs) are incredibly powerful, but their token-by-token
generation limits their ability to think ahead or plan strategically during the forward pass. This leads
to reactive generation, where each token is predicted based on immediate context, without explicit
foresight. While existing methods like Mixture-of-Depths (MoD) [1] and early-exiting strategies [2]
reduce compute, they don’t re-purpose this saving for planning. The goal of this project is to modify
the architecture and training of LLMs to allow forward thinking. More precisely, the idea is to
introduce a gating mechanism that explicitly decides when to predict a token and when to dedicate
the remaining compute to proactive thinking ahead within the same forward pass.

Coarse architecture with early-exiting (drafter) and
thinking-ahead module (remaining compute if the to-
ken is drafted early).

Method: We will develop a new LLM ar-
chitecture with a forward-thinking mecha-
nism:

1. We’ll integrate a learnable gating
mechanism into the LLM’s forward
pass. This gate will decide if the
model predicts the next token and al-
locates the remaining computational
budget to think ahead, or if the
model allocates the full forward pass
to preduct the next token.

2. Finally, we will train and evaluate our
architecture on various benchmarks.
We hypothesize that this forward-
thinking capability will lead to im-
proved coherence, logical consistency,
and more strategically planned out-
puts.

Requirements: Strong programming skills with deep learning frameworks (e.g., PyTorch) and fa-
miliarity with LLM architectures are ideal. We’re looking for someone interested in novel research and
contributing to a publishable paper. Weekly meetings will be held for discussion and brainstorming.

Contact:

• Frédéric Berdoz : fberdoz@ethz.ch, ETZ G60.1
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