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ABSTRACT

We introduce Audio Atlas, an interactive web application
for visualizing audio data using text-audio embeddings.
Audio Atlas is designed to facilitate the exploration and
analysis of audio datasets using a contrastive embedding
model and a vector database for efficient data management
and semantic search. The system maps audio embeddings
into a two-dimensional space and leverages DeepScatter
for dynamic visualization. Designed for extensibility, Au-
dio Atlas allows easy integration of new datasets, enabling
users to better understand their audio data and identify both
patterns and outliers. We open-source the codebase of Au-
dio Atlas, and provide an initial implementation containing
various audio and music datasets. '

1. INTRODUCTION

The increasing size of machine learning datasets presents
significant challenges in data visualization and analysis.
Traditional tools are often insufficient for effectively man-
aging and interpreting unlabeled audio datasets at scale.
Having the ability to visualize large-scale datasets is cru-
cial in helping to understand the structure and patterns
within the data. It allows users to quickly grasp relation-
ships between variables, identify trends, and detect outliers
or anomalies that may affect the performance of a machine
learning model.

Although there have been various projects focusing on
providing high-level insight into audio and music datasets,
they do not allow users to visualize their own data or were
not concerned with large-scale datasets [1,2,3,4,5]. As
such, these tools are mostly unsuitable for machine learn-
ing projects. To this end, we present Audio Atlas, an open-
source interactive web application that helps users navigate
audio and music datasets. Inspired by existing work in the
image domain [6], Audio Atlas can visualize any audio
dataset, providing a responsive user interface even when
displaying tens of millions of samples. To obtain seman-

'https://github.com/ETH-DISCO/audio-atlas
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Figure 1: Audio Atlas view of the FMA dataset [8]. A
cluster can be highlighted by clicking on the label.

tically meaningful embeddings, we use CLAP [7], a con-
trastive neural network trained on audio-text pairs. This
enables Audio Atlas to display audio data with meaning-
ful clusters and facilitates effective semantic searches and
content exploration without requiring any audio metadata.

2. AUDIO ATLAS

Audio Atlas is a visualization tool designed to help users
interact with audio data through an intuitive and dynamic
web interface. The application leverages the Contrastive
Language-Audio Pretraining (CLAP) [7] model to gener-
ate embeddings that fuse audio and text into a shared vector
space. These embeddings are then projected onto a two-
dimensional plane using t-SNE [9], and are visualized as a
point cloud. We use Milvus [10] to store the CLAP embed-
dings. Milvus is a high-performance open-source vector
database which efficiently manages embeddings and en-
ables nearest-neighbor lookup for semantic searches with
both text and audio snippets.

Audio Atlas enables users to perform zero-shot classi-
fication on their audio data. Zero-shot classification cate-
gorizes datasets without prior explicit training on specific
classes, which is particularly useful when labeled data is
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Figure 2: View when clicking an audio sample or using the
search bar. Datasets containing links to YouTube are em-
bedded to allow playback. The grid below shows the most
similar results according to the CLAP embedding space.

scarce or missing entirely. The CLAP embeddings are used
for zero-shot classification with a user-definable list of
classes. The visualization highlights the classes with dif-
ferent colors, and a click on the label highlights only the se-
lected class. The frontend is powered by DeepScatter [11],
built on top of WebGL [12] and React [13], and renders the
visualizations interactively, allowing users to explore audio
datasets by navigating through clusters, performing seman-
tic searches, and listening to the audio snippets. A click on
a datapoint opens a detailed view with more information
provided in the dataset, such as classes, labels, and descrip-
tions, as well as a list of closest neighbors in the embed-
ding space sorted by similarity (cf. Fig. 2). Our initial im-
plementation provides access to MusicCaps [14], YT8M-
MTC [15], VCTK [16], ESC-50 [17], MTG-Jamendo [18],
and FMA [8]. Additionally, Audio Atlas remains respon-
sive on large-scale datasets [19].

Furthermore, Audio Atlas can be used for semantic
search. Users can search for audio using text or audio,
with the provided search bar in Audio Atlas. The modality
provided in the search bar (text or audio) is converted into
an embedding vector using a contrastive model. The near-
est neighbors of this embedding vector are computed us-
ing Annoy, an approximate nearest neighbor search frame-
work. This semantic search enables users to find and
filter audio using descriptive text, which historically has
only been possible if the audio data contained rich anno-
tations. Using contrastive models, we can perform a se-
mantic search on disjoint modalities. While using audio
to search for audio has existed previously, using a con-
trastive approach allows us to search on the basis of se-
mantic meaning instead of the similarity of extracted audio
features or waveform similarity.

@E mﬁm claping

e .
. (oo L= . Coughing
Sheep [Eicn oo - Sneezing
. T Sfe |

o) &

. 4

EChirpinglbirds} [Doorawoodlcreaks) . (Glasslbreaking
DoorknockiiE "

CricketsIEou. v - ..
cnclnPsths(ﬂymg) . . @3
[Footsteps}
fihunderstorm e
. e

;’;@ S r—

[Chirchibells}

[Brushingfteetn
e

B AirlneWashigmachin
s
"

4y

Joilet flush]
ey
R

Figure 3: Audio Atlas visualization of ESC-50 dataset.
The clusters of the various classes found in the Environ-
mental Sound Classification dataset are clearly visible.

3. USE CASES

We demonstrate a series of practical applications of Audio
Atlas, showing its utility in audio analysis through dimen-
sionality reduction and search techniques.

Audio Atlas makes it easy to browse an audio dataset
using text and audio queries. We can therefore also qual-
itatively assess the classification capabilities of the con-
trastive embedding model. Furthermore, we can explore
the dataset with descriptive queries instead of searching for
specific tracks using their titles.

Additionally, users can further explore datasets using
the upload function with audio queries. By doing so, users
are able to find the results that are most similar to their au-
dio file in the dataset according to the similarity of the em-
bedding space, as well as finding the most similar result’s
label and embedding location. This helps users understand
the neighborhood of their query audio file.

In Figure 3, we use the ESC-50 classes to classify the
dataset using zero-shot classification. In this way, we can
visualize the semantic meanings of the clusters. Moreover,
we can see that the t-SNE projection of the CLAP em-
beddings for the ESC-50 dataset has clustered all classes
into local pockets. This clustering helps us explore spe-
cific datasets, in addition to understanding what the CLAP
model has learned. We can easily apply Audio Atlas to
other datasets with various labels to classify and explore
the data. Furthermore, we believe Audio Atlas could be
used as a novel way to browse music samples. For exam-
ple, users could explore their unannotated audio libraries
simply by describing the sound they are looking for.

In summary, by transforming audio into a visual repre-
sentation, Audio Atlas gives users a new tool to explore
large-scale audio datasets interactively. By making the
codebase for Audio Atlas open-source we hope to advance
the study of large-scale audio datasets as well as qualita-
tively assessing the performance of embedding models.
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