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Abstract—In this paper we study the problem of scheduling sufficiently exceeds the sum of signal powers of all conaurre
wireless links in a model where successive interference cel- transmissions in the network (considered as interfereaidbpe

lation is combined with the physical interference model and receiver, i.e., it is assumed that a receiver successfetipdes

uniform power assignment. Successive interference cantaion d | ¢ fi This “traditi P
is based on the observation that interfering signals shouldot one, and only one, message at a ume. IS “tradiiona

be treated as random noise, but as well-structured signalsBy ~approach of handling wireless interference by avoiding or
exploiting this structured nature, the strongest signal ca be reducing it is implemented in most of the existing MAC pro-
decoded and subtracted from a collision, thus enabling the tocols for wireless LANs, which are based on carrier sensing
decoding of weaker simultaneous signals. The procedure cang ¢ 802.11. In carrier sense, a transmission is deferrtbif
be repeated iteratively as long as the collided signals d#f in . ' o .

strength significantly. It has been shown that the problem of §end_er dev!cg senges another transmlssm.n in progress. The
scheduling wireless links with successive interference neellation  idea is to eliminate interference and allow higher SINR at th

is NP-hard. In this work, we propose a polynomial-time schedl- receiver. The problem with this approach is that it discgesa

ing algorithm that uses successive interference cancellah to  gpatial reuse, thus wasting available bandwidth. Sincérad
compute short schedules for network topologies formed by raes devices can typically detect an ongoing transmission over

arbitrarily distributed in the Euclidean plane. We prove th at the | inal . i L block
proposed algorithm is correct in the physical interferencemodel Vvery large areas, a singlé ongoing fransmission can bloc

and provide simulation results demonstrating the performance of @ great number of potential concurrent transmissions dprea
the algorithm in different network topologies. We compare he over a large area. This basically results in linear schaduli
results to solutions without successive interference caattation i.e., one node transmits at a time, whereas many concurrent
and observe that throughput gains of up to 20% are obtained in - tansmissions could be scheduled simultaneously.

certain scenarios. . . .

There are alternative models that revise the assumptian tha
interference is necessarily harmful and that a receiver can
only decode one strongest signal at a time. Techniques such

The problem of scheduling wireless links is fundamentals cochannel separation, analog network coding, MIMO, and
in determining the communication capacity of a wireless nefuccessive interference cancellation have radically ghathe
work. Given a set of communication requests between sendgéginition of a successful transmission. Cochannel seiparat
and receivers, arbitrarily distributed in space, the peobl techniques allow the receiver to decode several signals si-
consists in determining which subsets of links (requesis) cmultaneously under the assumption that these signalsr diffe
be scheduled concurrently, such that no collisions occar@m significantly in their strength [2]. Analog network coding
them, and how these subsets must be chosen, such that all limlakes it possible to simultaneously decode two signals of
are able to transmit successfully in minimum time. similar strength, under the assumption that the receivewkn

The link scheduling problem has been studied in a varietyne of the interfered signals by having overheard or foredrd
of interference models, such as graph-based models (ét@arlier [3]. MIMO systems explore space-time coding tech
the protocol interference model) and fading channel modeigjues by means of antenna arrays and coherent combining
(e.g. the physical interference model). The physical maddel at a receiver [4], [5]. In successive interference cantielia
which we also refer as the SINR (Signal to Interference plusme sender’s packet with the strongest signal is first detode
Noise Ratio) model, provides a more realistic represamatiand “subtracted” from the received collision, such that keza
of wireless interference than graph-based models, howewtmultaneous signals can be then decoded in an iterative
it might be more challenging when it comes to complexitfashion [6].
analysis and algorithm design. In [1] it was shown that the Given these alternative ways of defining a successful trans-
link scheduling problem with uniform power assignment igission, an interesting question that rises is whether the
NP-complete in the physical interference model by a redacticomputational complexity of the scheduling problem rersain
from the Integer Partition problem. the same. In [7] it was shown that scheduling wireless links

In the SINR model, a transmission is considered successiulthe SINR model remains NP-hard when two different
if the signal power of the sender at the intended receiviErms of decoding collided signals are considered: suagess
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interference cancellation and analog network coding in a @f such techniques were originally proposed for CDMA sys-
way relay topology. tems [13], [14] and exploit several resources of the cadllula

In this work we build upon the results in [7]. We consideinfra-structure, such as separate areas of reception amd ce
the model where successive interference cancellationris caralized synchronization and power control. In [15] a probf
bined with the SINR model and uniform power assignmentoncept of interference cancellation applied to wireleaAiN&
Successive interference cancellation is based on the \absewas presented, where a collision between signals with aimil
tion that interfering signals should not be treated as randgower could be decoded. In [6] a simpler technique called
noise, but as well structured signals comprised by modiilateuccessive interference cancellation was implementethfor
data. By developing a data-dependent model of the signdf2.15.4 (ZigBee) physical layer. In this approach, cefiid
the strongest signal can be decoded and subtracted from slgmals have to differ significantly in power in order to be
sum of the interfering signals and noise, thus enabling thlecoded, and the strongest signal is successively suddract
decoding of the remaining weaker signals. The procedure dadm a collision, allowing the decoding of weaker simultane
be repeated iteratively as long as the collided signalemiff ous signals. Successive interference cancellation hasdise
strength significantly. applied in MIMO LANSs: in [16] it was used in combination

We propose a polynomial-time scheduling algorithm thayith interference alignment to improve throughput, and4h [
uses successive interference cancellation to computet shiowas used for channel training and transmission control to
schedules obeying the SINR constraints for network togetog avoid coordination and increase throughput.
formed by nodes arbitrarily distributed in the Euclideaarya. In [17] Gelal et al. analyzed how topology control can
We provide simulation results demonstrating the perforreanbe used to improve the efficiency of successive interference
of the algorithm in different network topologies. We comgarcancellation in MIMO networks. In a more recent work, Avin
the obtained schedule lengths to solutions that do not gmplet al. [18] analyzed the effect of interference canceltatio
successive interference cancellation and observe thaidghr the topology of “reception zones”, i.e., regions where aalg
put gains of up to 20% are obtained in certain scenarios. can be successfully decoded in the SINR model.

In Section Il we discuss the related work. In Section 1l Another group of related work deals with network coding
we define the network model that combines SINR and sug- the physical layer, or analog network coding (ANC). In
cessive interference cancellation constraints. We refaghée [3], [19] ANC algorithms are proposed with the emphasis on
scheduling problem defined in this model $eheduling with  decoding two signals that interfered with each other, nyainl
Successive Interference Cancellation (SSIC). In Section IV we in the canonical 2-way relay topology. In [20] the concept
present the proposed scheduling algorithm for SSIC and the ANC was generalized by showing how collided packets
corresponding proof of correctness. In Section V we discuean be recovered in a 802.11 network usiigZag decoding,
our simulation results. Finally, in Section VI we presentngo provided that the network operates at sufficiently high SNR,
conclusions. not too many packets are involved in a collision and there

are enough retransmissions containing the same packets. A
Il. RELATED WORK collision is treated as a linear equation over the involvackp
) ) ) _ets, which can be recovered if the resulting system of linear

The problem of scheduling wireless requests with uniforg@yyations has a unique solution. The asymptotic optimafity
power assignment in the SINR model was shown to be NRNC in high SNR regimes was recently proved in [21], and
complete in [1]. After this first hardness result, the anialysi;g asymptotic optimality in terms of degrees of freedom was
of the problem in the physical model has received a lot @hown in [22].
attention, generating an interesting body of work. In [8] & |5 this work we look at the idea of decoding a collided
constant approximation algorithm was devised for the b-Skjgna| from a different perspective. Extending the hardnes
scheduling problem under uniform power assignment. MOfggjts presented in [7], we combine the SINR model with
recently, a constant approximation algorithm for the join{,ccessive interference cancellation capability andyaeahe
problem of scheduling and power control was obtained in [Qgntralized problem of scheduling wireless requests keiwe
A detailed survey of these and related recent results can Rgyes arbitrarily distributed in the Euclidean space. We- pr

found in [10]. _ _ _ _ ose an algorithm that produces correct and short schedules
The possibility of decoding collided simultaneous signal§, this model.

has been explored in a variety of contexts. Some techniques,

such as cochannel signal separation, explore differemceeei m

characteristics of interfered signals, such as signalength,

to decode several signals simultaneously [2], [11]. OtherThe input to the link scheduling problem is a set of links

techniques, such as MIMO, allow multiple concurrent trangs = [, .. .,l,,, where each link, represents a communication

missions using antenna arrays and space-time coding taldea@quest from a sender, to a receiverr,. We assume that

multiple concurrent transmissions simultaneously [5]. nodes live in Euclidean plane. The distance between twoshode
Interference cancellation is a type of multi-user detectios,, r, is denoted by, = d(s;,r,). The length of a link,,

technique in wireless communication networks [12]. Manig denoted byd.,. The received poweP,_(s,) of a signal
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transmitted by sender, at receiverr, is defined as

received at a node: ¥ = {P,(s1), P-(s2), -, Pr(sk)}. We
assume that the receiveliis able to decode alt signals inY

P
Pro(82) = =5 if and only if the following condition hold¥z € {1,--- , k}:
whereP is the transmission power, adg.& is the propagation Pr(se) > 05, (2)
attenuation (link gain). The path-loss exponent> 2 is a > PS(ySE‘)S& Pr(sy) +ZPS(ZSGSSéT Br(s:) + N

constant, whose exact value depends on external conddfons
the medium, such as humidity, obstacles, etc.

In the physical interference model, a receiversuccess-
fully decodes a transmission from a sendgriff

P (sy)<Pr(sg)

where the first component of the denominator is the accumu-
lated interference caused by transmission&'inwhich have
weaker power level tharP,.(s,); the second component of
P, (sz) the denominator is the accumulated interference of allrothe
Zsyestsﬁsz P, (sy) concurrent trgnsmis_sions in. the netyvprk, which are ndfjn
) .. .Nisthe ambient noise; antlis the minimum SINR threshold.
vyhere S; is the _set of r_10_des co_ncurren'_tly transmitting i The idea is that, one by one, each sigRals,) € T can be
time-slot¢, and 3 is the minimum signal-to-interference-plusyjered out from the accumulated interference, provideat th
noise-ratio (SINR) required for a successful message degod i, g|NR between this signal and the remaining interference

Typically, _'t IS assumed that > L. ) is above the threshold. The key point here is that a receiver
The objective of theScheduling problem is to compute a . js aple to decode not only the strongest signal, as in the

minimum-length schedulé = {S,...Sr} of size T', such ya4itional physical interference model, but also a retsi

that all links in every time slotS, € S can be scheduled \ ek signal, provided that each of the stronger signals has

successtully according to inequality (1). been filtered out. Therefore, a sign@l(s,) can be correctly

We consider the case where all nodes transmit with the saj&.oged if and only if all concurrently scheduled stronger
power levelP, i.e., we assume a uniform power assignmeRigais @, (s,)) obey the following constraints:
scheme [23].

> B,

SINR,, (S;) = TN 2 (1)

In order to capture the capability of decoding several digna P (sy) > B
from a collision, we work with a new definition of a successful Pr(sz)+>.  s.es,  Pr(s:)+ N~
transmission, which we introduce below. P ssﬁé?;” R
r(82)<Pr(sy)
A. Successive Interference Cancellation Vsy € Si, where Py (sy) > Pr(sz), and  (3)
Successive interference cancellation is based on theHart t Pr(s2) > 6. (4)
Z 5:ES: PT(SZ)+N

interfering signals, unlike noise, obey a certain strustdeter-
mined by the data being transmitted. The idea is to expldt th
structured nature in order to decode several collided tgna
Firstly, the basic SINR model is used to decode the strongg
signal received in a collision, and then the bits decodethfra>C

the signal are used to generate an approximated model ule§

P, (s2)<Pr(sz)

The objective of th&cheduling with Successive Interference
cellation problem (SSIC) is to compute a minimum-length
eduleS = {S;...Sr} of size T, such that all links

very time slotS; € S can be scheduled successfully

to subtract its contribution from the overall interfererudehe

collided signal. As described in [6], a typical receiver Wwbu

perform the following steps:

according to inequality (2), or equivalently, inequakti€3)
and (4).

IV. ALGORITHM FORSSIC

1) Detect a collision, by scanning for strong amplitude |n this section we present a scheduling algorithm that

variations in the incoming signal;
2) Decode the strongest signal using the inequality 1;

exploits successive interference cancellation in the ighYys
interference model. The algorithm greedily schedulesslink

3) Use the decoded digital data from (2) and the propertigiecking for successive interference cancellation opipities
of the physical layer standard, e.g. 802.15.4, to devel@p each step. The result is a schedule of lerifithwhere in
an approximated model for the received signal; each time slot all transmissions can be decoded succassfull
4) Use the model developed in (3) to cancel out thgccording to equation (2). Note that we do not provide approx
strongest signal from the overall interference by ite@tinmation guarantees for this algorithm, i.e., we do not know
through the data and aligning the phase of the model angw well it performs in comparison to an optimal solution
the received samples; to the SSIC problem. However, in Section V, we compare
5) lterate to decode the remaining packets. its performance to scheduling algorithms that do not employ
In order to model successive interference cancellation, weerference cancellation techniques through simulati@amd
assume that a receiver is able to decode several signal®bserve a significant improvement in throughput.
simultaneously, provided that these signals differ inrejtk We start by defining a functioSIC(r, Y, I, ), which
significantly. returnstrue iff a receiverr is able to decode all signals
Consider a set of concurrently scheduled links and in a given setY with SINR thresholds’. More precisely,
a subset ofk signals sorted in decreasing order of powegiven a set oft signals (sorted in decreasing order of power



received byr) T = {P,(s1),P.(s2), -, P-(sx)}, a set of obtained by Algorithm 1 is correct, i.e., all selected lirden
all other concurrent signal$, and an SINR threshol@’, be scheduled concurrently without collisions using susizes
SSIC(r,Y,1,8") = true iff the following condition holds interference cancellation.

Ve e {1, - -, k}: Theorem 4.1: Algorithm 1 produces a valid schedule ac-
cording to SSIC feasibility conditions, defined in (2).

P (s) > 3. Proof: Consider a time-slot and an arbitrary linki,
b P‘S(yse‘)s& Br(sy) + Xp.syer Prszs) + N scheduled inS;. Let S be the set of links shorter thap,
Py (5y)< Pr(52) i.e., those added t6, beforel,, and S; be the set of links

longer thani,, i.e., those added aftdr. When a linkl, is
added to the solution, two conditions hold: (1) the signairfr
the intended sendex, can be decoded with SINR threshold
%‘ = 33/2, sincel,. either satisfie§SI1C(r,, T, S \T,s’) or
SINR, (S;) >V, whereY = {P,_ (si)]s; € Se|d(s;,75) <

}; and (2) senders iS5, are located outside the disc

Algorithm 1 starts by setting two constants: = 35/2,
a slightly higher SINR threshold than the original and c,
a constant defined in (6). The algorithm schedules links
increasing order of their length. Once a lik is selected
to be scheduled in time slot(line 8), some of the remaining

links I, (those that have not been scheduled yet) are ellmlna%;rfradius ¢ d... It remains to show that the additional

from the current time slot (and put into sB) in two steps. To interference froms+ is small enough to allow the signal

do that, the signals which have already been scheduledsn thi .
time-slot (; € S;) are divided into two subset¥:, containing fom s, to be decoded with SINR threshofl We need to

signals from senders located within distarigg of receiverr, zr}%vRthagflthgr;QSiC(r?, TAS; \THU Sy B)=true or
(line 10), andI, containing signals from the remaining senders ra (8, US7) 2 B, e

in S; (line 11). In the first elimination step (line 12), all links * SSIC(r;, 1,5\ T, ) or

l,, that do not meet the decoding conditis&1C(r,, Y, 1, ’) « SINR, (St )\ ss) 2 ﬁ'_

and have anSINR,. (S;) (ratio of signal to the interference In order to bound the interference fros)” we use the
from senders irS;, plus noise) lower thag’ are removed. In fa_lct that, by _the second elimination criterion of the altuori,

the second elimination step (line 13), all links whose semdéliscs of radius: - d;; around each receiver; € S do not

are within distance - d,., from receiverr, are removed. This contain any sender. 7 s;. Using this fact and the triangular
process is repeated until all links have been either scedduin€duality, we can lower bound the distance between any two
in time-slot¢ or deleted. The whole process is repeated usif§nders(s;, s) € Sy asd(sj,s.) > d(rj,s.) —dj; > c-

the deleted links as input, until all links have been schedul &jj — dj; = djj(¢ = 1) > dyo(c — 1). Therefore, discs; of
radiusd,..(c — 1)/2 around senders i§;" do not intersect.

Algorithm 1 SSIC Algorithm We partition the space into concentric rinBsng;, of width
- - - - - dz, around the receiver,. Each ringRing; contains all
1: input: Set of linksL = {i1,...,l}; ¢ ;
2: output: ScheduleS = {S, . ..,Sr} of lengthT, meeting senders; € 57, for whichk(c-dew) < d(s5,72) < (k+1)(c
feasibility conditions SSIE: (2’)_ ' d.;). We know that the first ringRing, does not contain any
' sender. Consider all sendess € Ring; for some integer

. Set ding to (6); . .
i_ B,e.izzc/(;r_ ing to (6); k > 0. All discs of radiusd,,(c — 1)/2 around eacts; must
5: : o 0: ' be located entirely in an extended ridgjng, of area
6: repeat A(Ringy) = [(dex(k+1)c+ dpy(c—1)/2)% —
7 g;: %; (dyzke — dys(c —1)/2)%|m
8 t = , 2 2
o repeat < (2k+ 1)dz,2c"n.
10: St == S U{l,}, wherel, = argmin, ¢ 1\ (s,up} dii; Since discs of aread(D,) > (dy.(c — 1)/2)*r around
11: for I, € L\ {S; U D} do senders inS;” do not intersect, and the minimum distance
12: T :={P,,(5:),5: € Stl|d(ry,si) < dyy}; betweenr, ands, € Ringy,k > 0 is k(c- dy,), we can use
13 I:={P,, (si),si €S\ T}, an area argument to bound the number of senders inside each
14: if 1SSI1C(ry,Y,1,p8") and SINR, (S;) < B ring. The total interference coming from ringings, k > 1 is
then D :=DU{l,}; then bounded by
15: else ifd(ry,sy) < c-dy, then D := DU {l,}; .
16: end for ’ ’ L. (Ringy) < Z Ir.(sy)
17: until L\ {S,UuD} =0 syERings
18 L:=L\Sy; < A(Rings) P
19: t:=t+ 1, o A(Dy) (demm)a
20: until L =10 < 2kt 1)P23¢?
21: return S; = kede,c(c—1)2
1 P2°3
<

In the following theorem we prove that the scheddle kla=1) da cle)’



where the last inequality holds sinée> 1 = 2k + 1 < 3k each classy,1 < k < n¢ is uniformly distributed between
andc > 2 = (c — 1) > ¢/2. Summing up the interferencesl,,.. = W/2F and l,,;,, = W/2F"1 4+ W/2F*+2 In each
over all rings yields length classn/ne receiver nodes were distributed uniformly
0o at random in the deployment field, and the respective senders
I..(SH) < ZI% (Ringy) were positioned uniformly at random at distarigdrom their
=1 intended receivers. With high-link-length-diversity tdpgies
1 p9s3 we tried to simulate scenarios, where more interference can
cellation opportunities would arise.

IN

ko1 da o)

k=1 We compare the performance of Algorithm 1 to the per-
o oozl pP2°3 formance of three scheduling algorithms without coding:

a—2d2,c@ GreedyPhysical (proposed in [24]), ApproxDiversity (pro-

P, (sz) posed in [1]), and ApproxLogN (proposed in [8]). As the SSIC
< 38 ®) Algorithm, all these algorithms are polynomial in time and a

specifically designed for the SINR model.
In all experiments, the number of simulations was chosen
large enough to obtain sufficiently small confidence intksva

¢ = max <2, (253253—:;> E) . (6) .

where the last two inequalities hold sinee > 2 andc is
defined as follows

Appr0>'<LogN =
; + i ; ; GreedyPhysical —5—

If we define Y;” to be the set of signals i coming = ApproxDiversity —& \
from senders located closer tg. than s;, we know that, €& A’/,A/é
since SSIC(r,, Y, Sy, B')=true or SINR,(S;) >, the § 2 —
following bounds on interference hold: T:’ /

P (s; S )
L,(S;\TH)+N < 23(,8 ) T 15 a//e/e
'_
2P’r (Sz) 1 /
< T VPL(s) e, 5 :
38 © 11| £ = = 3 £l
in case successive interference cancellation is used, and ! @/
0.8
I, (Sz_) +N< b, (/SI) _ 2P, (Sz)’ 2 4 6 8 10
B 35 Number of Length Classes
in case no interference cancellation is performed. In both
cases, by using the bound (5) dn,(S;") (and the fact that Apc)jprlor>1<Logl\ll =
: G Physical —5—
P, (si) > P (8z),VP-, (s;) € T), we obtain 5 A;%‘?O;’Di\)g'scig, x
_ 2P, (Sl) P, (Sm) -g 2.5
L,({S;\TFIuSH+N < - z / £
(STAYTTUSH N < et g
Pr 1 :
< (8 ),VPTI(Si) eT. S 2
p G
= SSIC(r.,Y,S8:\ T, ) for encoded transmissions, and 'ﬁ (}/G/—O S O
c
L,(S; uSH+N < 2Fr. (5a) | Fr.(5a) g "
_ P, (s4) 1.% 1 = = =, =
= : 500 1000 1500 2000 2500
B

i - N f Link
= SINR,,(S;\s.) > f for non-encoded transmissions. This umber of Links

completes the proof. B  Fig. 1. Gain obtained with SSICn(= 1000 when variablenc, nc = 10
when variablen, a =5, 8 = 1.2)
V. SIMULATION RESULTS

In this section we present some simulation results to illus- Firstly, we analyze the size of the obtained schedule as a
trate the gain in throughput obtained by using successive fnction of the number of length classes (see Figure 1(a)).
terference cancellation. We generated a topology, whedesiolt can be seen that the more diverse the link lengths, the
are distributed on a square field of sidé = 1000, and links more interference cancellation opportunities exist in rie¢
have different levels of variance in length. More precisely work, and the higher the gain of the successive interference
length classes were defined, such that the link lerigtin  cancellation approach relative to non-interference déatam
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Fig. 2. Influence of SINR parameters: £ 1000, nc = 10) (1]

scheduling algorithms. In Figure 1(b) we analyze the infbgen

no = 10) and20% (whenne = 10 and« = 6).

Overall, the simulation results showed that the gain of
successive interference cancellation depends both ooplod t
ogy of the network and on the SINR parameters. The more
interference cancellation opportunities a network togglo
generates, the more explicit the gain of the SSIC algorithm
over traditional scheduling algorithms is. In particulsince
network topologies with high link length diversity exhibit
stronger power variation between simultaneous packets at
the receivers, they induce higher throughput gains due to
interference cancellation.

VI. CONCLUSION

In this work we wanted to obtain an efficient algorithm for
scheduling wireless links in the physical interference siod
with successive interference cancellation capabilitye@ithat
interference cancellation changes the definition of a ssfaé
transmission, allowing a receiver to decode several messag
simultaneously, it is interesting to analyze whether digni
cantly shorter schedules can be obtained for nodes aibyitrar
distributed in the Euclidean space.

We proposed a scheduling algorithm that explores interfer-
ence cancellation opportunities in the network. We showed
through simulations that better throughput can be obtained
in certain network topologies. In particular, the strontjes
signal power variation between simultaneous packets at the
receivers in a network topology, the higher are the induced
throughput gains due to successive interference canoellat
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