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Machine Learning Deals with …



Networks
Social Networks

Neural Networks
Mobile Networks

Wireless Networks
Financial Networks

Economic Networks
Biological Networks
Computer Networks









Refik Anadol, Unsupervised, MOMA
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Graph Neural Networks
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Graph Neural Networks
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Graph Neural Networks

av = AGGREGATE ( {{ hu |  u ∈ N(v) }} )
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(Min, Max, Mean, Sum)



Graph Neural Networks

av = AGGREGATE ( {{ hu |  u ∈ N(v) }} )

hv
(t+1) = UPDATE ( hv , av )
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Graph Neural Networks

av = AGGREGATE ( {{ hu |  u ∈ N(v) }} )

hv
(t+1) = UPDATE ( hv , av )
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(Min, Max, Mean, Sum)

(Little Neural Network)
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GNN Limitations?



Limits of GNNs



Limits of GNNs
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More Expressive GNNs?
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GNNs with Dropouts

Multiple runs of the GNN

Each node removed with probability p independently



GNNs with Dropouts

Run #1

Multiple runs of the GNN

Each node removed with probability p independently



GNNs with Dropouts

Run #1

Multiple runs of the GNN

Each node removed with probability p independently



GNNs with Dropouts

Run #2

Multiple runs of the GNN

Each node removed with probability p independently



GNNs with Dropouts

Run #2

Multiple runs of the GNN

Each node removed with probability p independently



GNNs with Dropouts

Run #3

Multiple runs of the GNN

Each node removed with probability p independently



GNNs with Dropouts
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Port Numbers



Angle Features



Random Features





Easier Learning                    More Expressivity

Base GNN DropGNN Ports Rand IDs





Extrapolation





Without Aggregation?





















Automating Rigid Origami Design
Jeremia Geiger, Karolis Martinkus, Oliver Richter, Roger Wattenhofer





Graph Explanation





The Bigger Picture
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Thinking Slow Benchmark?



Peter Belcák, Ard Kastrati, Flavio Schenker, Roger Wattenhofer





Simon Tatham's Portable Puzzle Collection







Loopy (Takegaki, Slitherlink, Ouroboros, Suriza, …)











Sudoku



Sudoku
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Tents



Atari Games                                                        Puzzle Games



Deep
Neural 

Networks



Summary
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Thank You!
Any questions or comments?

Thanks to co-authors: Peter Belcak, Benjamin Estermann, Lukas Faber, Florian 
Grötschla, Luca Lanzendörfer, Karolis Martinkus, Joël Mathys, Pal Andras Papp, etc.
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