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Goal
Enable quick and efficient retrieval of key pieces of
Information about traffic patterns in global networks
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Acquisition of Traffic Data

Packet Capture Storage
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NetFlow
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Current Network Monitoring System
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Challenges
Capturing Process
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Capturing Process
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One process per capture interface
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Challenges
Storage Backend
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Collection of Flow Information — goProbe

Written in Google Go
One capture routine per interface

Packet capture using modified
libpcap

Database flush in regular intervals



goProbe - Concept (Multiple Interfaces)

Flow Table

Interface /\
e Data Channel
Timer l
7

\ Aggregation

.
.
‘e
........
------------

| ocal Database



How does it Compare?

Memory consumption (MB)
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Database Performance Evaluation Aggregation Queries

Runtime

CPU utilization

Reference Disk 1/0
DB Memory
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Results

Runtime [s]

FastBit

InfoBright EE

17

InfiniDB 23

CPU Utilization [%]

23
17

FastBit

352

InfoBright EE 213

InfiniDB 302

Reserved Memory [MB]

FastBit 3300

InfoBright EE

InfiniDB

Data Read From Disk [MB]

FastBit 5417

InfoBright EE

B Aggregation

InfiniDE 1405 B Conditional
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Tailored Column Store — goDB

File Based
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Concurrency
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One File per Attribute
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One File per Attribute
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Block-wise Writing and Reading

Header 5 min 5 min 5 min

Attribute File

Position

Length of Uncompressed Block

Block Timestamps



Full Database
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How does it Compare?

Runtime [s]

FastBit

13
oDB
7 20

CPU Utilization [%]

23

FastBit

237
goDB

Reserved Memory [MB]
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FastBit
oDB
. 50
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FastBit
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Traffic Portfolio of an NGO Customer
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Conclusion

Improved capturing and flow logic
High performance DB written from scratch
Global deployment

Open source:

https://github.com/open-ch/



