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Abstract

We present an algorithm that computes a 3/2-approximation of the diameter of a graph.
This algorithm takes time O(y/nlogn + D) in the CONGEST model, where in each syn-
chronous round, every node can transmit a different (but short) message to each of its
neighbors. Due to a lower bound stated for graphs of small diameter in [2] this algorithm is
optimal. We extend this algorithm to compute a (3/2 + ¢)-approximation of the diameter

in time O(y/ 4= logn + D).

1 Introduction

The diameter is one of the most fundamental properties of a graph. This is true especially in
distributed computing, where it is used to define which problems are local (as their runtime is
independent of the diameter) and problems that are global (as their runtime is lower bounded
by the diameter). Independently of each other the authors of [3] and [7] presented algorithms
that compute the diameter in time O(n). This runtime matches a lower bound of [2] stated
for networks of small diameter. Besides this algorithm, the authors of [3] and [7] also state
algorithms to approximate the diameter. E.g. [3] provides a 3/2-approximation in time O (n*/*+
D) that was later improved by [5] to O(y/nlogn+ D). This matches a lower bound of Q(/n+D)
derived in [2] for any (3/2 — ¢)-approximation in small diameter networks (and constant ¢).
However, when the (3/2 — ¢)-approximation lower bound of [2] is analyzed in more detail and
generalized to networks of arbitrary diameter (and arbitrary ) it turns into a Q(\/(n/D)e + D)
lower bound.

In this brief announcement we present an algorithm to 3/2-approximate the diameter in time
O(v/nlogn+ D) that we obtain by combining results of [3, 7] with ideas from [8]. This solution
is a factor y/logn faster than the one achieved in [5] and uses a different approach. Our different
approach is of interest as we show how to extend it to compute a (3/2 + ¢)-approximation to
the diameter in time O(y/n/(De)logn + D). Thus we essentially match the Q(\/(n/D)e + D)
lower bound (when the approximation factor is allowed to differ by a small value).
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2 Model and Basic Definitions

Model: The CONGEST model [6] is a message passing model with limited bandwidth. In
this model a network is represented by an undirected unweighted graph G = (V, E) where
nodes V' correspond to processors (computers or routers). Two nodes are connected by an edge
from set F if they can communicate directly with each other. Each node in V' has a unique
identifier (ID) in the range of {1,...,290°2[VD} Nodes initially know the IDs of nodes in their
immediate neighborhood. Communication over edges in E is synchronous. Every node can send
B = O(log|V]) bits of information over all its edges in one round of communication. A node
can send different messages of size B to each of its neighbors and receive different messages from
each of its neighbors in every round. We are interested in time complexity, i.e., the number of
communication rounds required by a distributed algorithm to solve a problem. Subsequently,
internal computations are neglected.

We denote the number |V of nodes of a graph by n, and the number |E| of its edges by m.
For simplicity, for u € V', we sometimes use u also to refer to u’s ID, when this is clear from the
context. Let us denote by d(u,v) the (hop-)distance of nodes w and v in G, which is the length
of a shortest u-v path in G. A k-dominating set for a graph G is a subset DOM of vertices
with the property that for every v € V' there is some u € DOM at distance of at most k& to v.

Definition 1 (Eccentricity, diameter). The eccentricity of a node uw € V is ecc(u) :=
maxyey d(u,v), namely, the maximum distance to any other node in the graph. The diame-
ter D := max,cy ecc(u) = maxy ey d(u,v) of a graph G is the mazimum distance between any
two nodes of the graph.

Definition 2 (Approximation). Given an optimization problem P, denote by OPT the value
of the optimal solution for P and by sols the value of the solution of an algorithm A for P.
Let p > 1. We say A computes a p-approximation (multiplicative approzimation) for P if
OPT < solg < p-OPT for any input.

Definition 3 (APSP, S-SP). Let G = (V, E) be a graph. The all pairs shortest paths (APSP)
problem is to compute the shortest paths between any pair of vertices in V x V. In the S-Shortest
Paths (S-SP) problem, we are given a set S C V and need to compute the shortest paths between
any pair of vertices in S x V.

3 A 3/2-Approximation to the Diameter

We describe an O(y/nlogn + D)-time algorithm that computes a 3/2-approximation to the
diameter. This algorithm is based on a sequential algorithm that was recently presented in [8]
which in turn extends an algorithm of Aingworth et al. [1].

Let Ci(w) denote the set of k closest vertices to w visited by a (partial) BFS starting in
w that stops after visiting k nodes (ties are broken arbitrarily, e.g. by lexicographical order in
the tree’s topology). This set Cx(w) is computed only for a single vertex w (e.g. with smallest
ID). Algorithm 1 presented below is a distributed version of the non-distributed algorithm of
[8]. The authors of [8] provide more intuition behind Algorithm 1 and a proof of correctness.

Theorem 1. Algorithm 1 computes a 3/2-approximation of the diameter w.h.p. in O(y/nlogn+
D) time.

Proof. In [8], Theorem 1, it is stated that Algorithm 1 of [8] computes the desired approximation.
Our Algorithm 1 is Algorithm 1 of [8] adapted to the distributed setting. We analyze the runtime
of our algorithm: The first step can be done locally by every node and w.h.p. creates a set S
of size ©((n/s)logn). In step two, we compute S-SP in time O(|S| + D) = O((n/s)logn + D)
by using the S-SP algorithm from Section 6.1. in [3]. The results of this can be used by each



Algorithm 1 Distributed version of [8] as executed by each node v € G.
Output: 3/2-approximation to the diameter of G

1: each node v joins set S with probability lo%;

2: compute a BFS from each node in S;

3: for every v € V, compute pg(v) := the closest node in S to v;
4: w = arg maxyey d(v, ps(v));

5. compute a BFS tree from w as well as Cs(w);

6: for every v € Cs(w), compute a BFS tree from v;

7

: return the maximum depth of any BFS tree that was computed;

node internally to solve step 3 without communication. The node w in Line 4 can be found by
max-aggregation in time O(D). Computing BFS,, and Cs(w) in Line 5 can be done in O(D)
as well. To compute Cs(w) node w essentially aggregates information on how many nodes are
in each level of the BFS,, as e.g. done in Algorithm Diam DOM in [4]. From this information w
computes an ¢ such that |NV;(w)| < s < |N;+1(w)|. Next each node at level i tells its parent how
many nodes at level ¢ 4+ 1 are in its subtree. Accordingly the nodes in level ¢ — 1 proceed in the
same way and so on. Based on this information, exactly s — |V;(w)| nodes can be selected in
level i 4+ 1 in time O(D).

The next line can be realized by computing Cs(w)-SP in time O(s + D). The return value
can be found by a max-aggregation in time O(D). Thus the total time complexity is O(s +
(n/s)logn + D). By choosing s := y/nlogn we obtain the desired runtime of O(y/nlogn + D).
O

4 A (3/2+¢)-Approximation to the Diameter

Theorem 2. For any 0 < e <1/3, a (3/2+ ¢)-approzimation of the diameter can be computed

w.h.p. in O (,/%5*1 logn + D) time.

To show this result, we extend and modify Algorithm 1 slightly by using ideas of the al-
gorithm to (1 + ¢)-approximate the diameter presented in [3], Section 6.2. First we compute
a 2-approximation D’ of D by executing a BFS from the node with smallest ID . Next we set
g = 35— and compute a 6glD’—dominating set DOM of size at most 8n/(e’D’) in Line 3. To
compute this dominating set we can use Algorithm Diam DOM presented in [4]. Now we execute
Algorithm 1 restricted to the nodes in DOM in the sense that other nodes only implicitly par-
ticipate (mainly by forwarding messages) as described below. In more detail, we first compute a
set S C DOM by asking each node in DOM to join S with probability 8% where s is chosen

S
W) = @(Z,l]c_i;g,g) w.h.p.. Next, for each v € S, we com-

later. Therefore S is of size © (

pute BF'S(v) in graph G. Based on this information each node v € DOM can compute pg(v),
a closest node in S to v. By a max-aggregation convergecast started in the node with smallest
ID, we can identify a node w € DOM of largest distance to S, that is a node w € DOM such
that d(w, ps(w)) > d(u, ps(u)) for all nodes u € DOM. Next we compute a set CPOM (w),
which is defined to be a set that consists of s closest nodes in DOM to w. This computation is
done in a similar way to the (partial) BFS in previous section. Then we perform a BFS(u) for
each u € CPOM(w). The algorithm returns ﬁ times the maximal depth of any BFS that
was computed during the execution.

The proof of Theorem 2 can be found in the appendix and will be included in a full version
of this brief announcement.
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Appendix

A Proof of Theorem 2

Algorithm 2 Distributed version of [8] as executed by each node v € G.
Input: accuracy parameter ¢ ~ Output: (3/2 + €)-approximation to the diameter of G

compute and broadcast D' := 2 - ecc(I Dy );

g = ﬁ; k.= |g'D'/8];

compute DOM := k-dominating set of size at most max{1, [n/(k+1)]|};
v joins set S with probability log"

compute a BFS from each node in S;

For every v € V, compute pg(v) := the closest node in S to v;

w := arg maxyey d(v, ps(v));

compute a BFS tree from w as well as CPOM (w);

For every v € CPOM(w), compute a BFS tree from v;

return m times the maximum depth of any BEFS tree that was computed;

H
@

We already know from Theorem 5 in [8] that Algorithm 1 produces a 3/2-approximation
when executed on G. We follow along the lines of their proof and adopt it to our modified
algorithm to show that it computes a (3/2 4 ¢)-approximation to the diameter.

Lemma 1. Let G = (V, E) be a graph with diameter D = 3h+ z, where h > 0 and z € {0,1,2}.
The mazimal depth of any BFS tree that was computed in Algorithm 2 is at least 2h(1 — &’)
w.h.p..

Proof. Let a,b € V such that d(a,b) = D. Then there are nodes a/,b’ € DOM such that
d(d',b') > D—2k = D(l—%/). Let w € DOM be a vertex that satisfies d(w, ps(w)) > d(u, ps(u))
for all nodes u € DOM.

e Case 1, (d(w,ps(w)) < h): Then d(a’,ps(a’)) < h. As the algorithm computes BFS(v)
for every v € S, it follows that BFS(pg(a’)) is computed as well. Since ecc(a’ ) is at least
D —k = D(1—¢/4), it follows that ecc(Ps(a’)) > ecc(a’) —h = 2h + 2z — —(3h +2z) >
2h(1 — €') as required.

e Case 2, (d(w,ps(w)) > h): We can also assume that ecc(w) < 2h(1—¢') since the algorithm
computes BFS(w) and if ecc(w) > 2h(1 — £’) then it computes a BFS tree of depth at
least 2h(1 —¢’) as required. Since ecc(w) < 2h(1 —¢€’) it follows that d(w,d’) < 2h(1—¢&').
Moreover, since d(w,pg(w)) > h we can conclude that S hits CP%M(w) w.h.p., that is
S N CPOM(w) # (). Therefore it must be the case that CPOM(w) contains a node at
distance greater h from w, and hence Nj(w) C CPOM(w). This implies that there is
a vertex w' € CPOM(w) on the path from w to & such that d(w,w’) = h and hence
d(w',b') < 2h(1 —¢') —h = h —2¢'. Since d(a’, V') > D(1—5) = (3h+2)(1 — §), we also
have that d(a’,w’) > d(a’,V") — d(w',b’) > 2h(1 — €’). The algorithm computes BFS(u)
for every u € CPOM(w), and in particular, it computes BFS(w'), which has depths at
least d(a,w’) > 2h(1 —¢&').

O

Proof. (of Theorem 2). Correctness follows from Lemma 1 combined with the choice of ¢’ and
the requirement that ¢ < 1/3: By multiplying the depth of the deepest BFS performed with

ﬁ we obtain an estimate D such that D < D < ( +¢e)D.



Analyzing the runtime is almost the same as in Theorem 1. We only need to add O(D) for
computing the k-dominating set in Line 1. The total runtime is O(|S|+s+D) = O( g5 +s+D).

nlogn
€/Dl

Choosing s := yields the desired runtime. O



