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Abstract

In this study, we investigate the role of facial and speech
features in improving the accuracy of emotion classification
methods. First, we evaluate the performance of state-of-the-
art models in speech and facial emotion classification, rang-
ing from computationally intensive ones to those employ-
ing efficient feature extraction techniques. We also evaluate
the utility of partial facial features (eyes and mouth) when a
complete video feed is not feasible. Our empirical results re-
veal that incorporating both modalities consistently improves
emotion classification accuracy, surpassing single-modality
benchmarks. In particular, for efficient models, we observe
the most significant improvement, with nearly a 10% increase
in multi-modal accuracy. This insight is especially useful for
devices with limited video feed and computing power, like
head-mounted displays (HMDs). Interestingly, our findings
indicate that speech is more adept at classifying certain emo-
tions, whereas facial features excel in others. This also high-
lights the intrinsic advantages of a multi-modal approach, of-
fering a more comprehensive understanding of emotion clas-
sification.

Introduction
Emotion classification is the task of identifying discrete
emotional states such as anger, surprise, fear, sadness,
etc. It has gained interdisciplinary interest, drawing con-
tributions from fields such as psychology (Mandler 1997),
medicine (Nyquist and Luebbe 2020; Greco et al. 2021),
and computer science (Ewart J. de Visser and Shaw 2018).
It offers transformative capabilities in sectors like social
media (Andalibi and Buss 2020), automobile safety (Zepf
et al. 2020), and human-computer interaction (Cowie et al.
2001). Particularly, in the expanding domains of Aug-
mented Reality (AR) and Virtual Reality (VR), accurate
emotion classification is important for creating immersive
and interactive experiences through head-mounted displays
(HMDs) (Marı́n-Morales et al. 2020).

There has been substantial recent work aimed at improv-
ing the accuracy of classifying the emotional state, with ap-
proaches generally falling into three main categories: the use
of advanced deep learning models (Li and Deng 2018; Raja-
mani et al. 2021a; Minaee, Minaei, and Abdolrashidi 2021;
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Rajamani et al. 2021b), the application of multi-view learn-
ing techniques (Tompkins et al. 2023), and the incorpora-
tion of multi-modal data (Luna Jiménez et al. 2021). The
first approach capitalizes on advancements in deep learning
to construct larger or more sophisticated models (Pepino, Ri-
era, and Ferrer 2021; Rizos et al. 2020). Utilizing pre-trained
models like Wav2Vec2 (Baevski et al. 2020) for speech and
ResNet (He et al. 2016) for images has been shown to sig-
nificantly improve emotion classification accuracy. The sec-
ond approach, multi-view learning, trains models to predict
both emotional categories and continuous attributes like va-
lence and arousal (Cowen and Keltner 2017). This provides
a richer training signal and enhances the overall reliability of
emotion classification (Tompkins et al. 2023). The third ap-
proach combines multi-modal data sources, to offer a more
nuanced understanding of emotional states, thereby poten-
tially increasing performance (Luna Jiménez et al. 2021).
Various features can be employed for emotion recognition,
including speech (Schuller 2018; Wani et al. 2021; Akçay
and Oğuz 2020), facial expressions (Canal et al. 2022), EEG
signals (Li et al. 2022), and text (Chowanda et al. 2021).

In this study, our focus is centered on emotion classifi-
cation through speech and facial features. We aim to of-
fer a thorough overview of the interaction between modal-
ities and the impact of various feature extraction methods
on emotion classification accuracy. This includes examining
efficient techniques as well as pre-trained large models, il-
luminating the synergies and trade-offs when used for emo-
tion classification with limited facial visibility and computa-
tional resources, as is typical with Head-Mounted Displays
(HMDs). Our study provides multiple contributions:

1. We reproduce and extend the results of existing research
(Luna Jiménez et al. 2021), thereby establishing a robust
benchmark for each modality within the current state of
the art.

2. Inspired by the TIMNet architecture (Ye et al. 2022),
known for enhancing speech emotion recognition, we run
experiments with multi-modal setup by integrating facial
features directly into a unified model, moving away from
conventional ensemble-based approaches (Luna Jiménez
et al. 2021).

3. We explore feature extraction methods balancing ef-
ficiency and accuracy, ranging from accurate but



computationally intensive pre-trained models, like
Wav2Vec2 (Baevski et al. 2020) and ResNet (He et al.
2016), to efficient methods, like key-point distances for
eyes and Log Mel Spectrogram for speech.

4. Our work also delves deeper into facial features, seg-
menting them into distinct categories — specifically, fea-
tures around the eyes and the mouth — to provide a more
detailed analysis when a complete video feed is not fea-
sible (e.g. in HMDs).

5. Performance assessments on the RAVDESS dataset (Liv-
ingstone and Russo 2018) show that the multi-modal
model consistently outperforms single-modality ap-
proaches. The relative improvement is always present
but substantially larger when efficient feature extraction
methods are used.

6. Our analysis reveals that certain modalities are particu-
larly adept at decoding specific emotional states, empha-
sizing the advantages of a multi-modal approach for the
classification of emotions. For instance, while emotional
states like happiness and sadness are more accurately
classified through facial features, surprise and anger is
better identified through speech data.

Related Work
Speech Emotion Recognition The study of paralan-
guage, which includes non-lexical elements of the voice
like tone and pitch, underpins the idea that emotional states
can be intentionally or subconsciously conveyed through
speech. Schuller and Batliner provides a comprehensive
framework that forms the basis for emotion recognition in
speech (Schuller and Batliner 2013). Traditionally, feature
engineering has been the cornerstone of speech emotion
recognition. For instance, Ancilin and Milton reports an
accuracy of 64.31% by using MFCCs (Ancilin and Milton
2021), and Bhavan et al. reaches an overall accuracy of
72.91% by passing MFCCs and spectral centroids to a
bagged ensemble of support vector machines (Bhavan
et al. 2019). With the advent of deep learning, the field
has seen a shift towards models capable of operating
on raw audio data or pre-trained features. Singh et al.
reaches an accuracy of 81.2% on RAVDESS using a
hierarchical DNN classifier (Singh et al. 2021), while
Pepino, Riera, and Ferrer combines eGeMAPS features
with embeddings from Wav2Vec2.0, achieving an accuracy
of 77.5% (Pepino, Riera, and Ferrer 2021). A key challenge
is the lack of standardized metrics, especially for datasets
like RAVDESS (Livingstone and Russo 2018). Recent
work has highlighted the need for a uniform evaluation
framework for effective model comparison (Luna Jiménez
et al. 2021).

Facial Emotion Recognition Facial emotion recognition
leverages multiple techniques to discern emotional states
from facial expressions. Tools like the dlib library use facial
landmarks to capture important cues related to emotional
expressions (King 2009). These landmarks serve as a foun-
dation for a more descriptive system known as the Facial

Action Coding System (FACS), which further categorizes
facial movements into Action Units (AUs) (Ekman and
Friesen 1978). Sanchez-Mendoza, Masip, and Lapedriza
utilizes 12 AUs and achieves a 90% recognition rate on the
Cohn–Kanade (CK) database using decision trees (Sanchez-
Mendoza, Masip, and Lapedriza 2014). Yao et al. employs
a two-stage approach that involves predicting AUs and then
using an SVM to recognize emotions, reaching an average
accuracy of 92% on the CK database (Yao et al. 2021). On
the deep learning front, Minaee, Minaei, and Abdolrashidi
proposes the Deep-Emotion model, which employs an
architecture with an attention mechanism (Minaee, Minaei,
and Abdolrashidi 2021).

Multi-modal Emotion Recognition In the field of
multi-modal emotion recognition, Deng and Leung utilizes
an early fusion approach by combining features from the
T5 transformer and audio model TRILL trained with an
unsupervised triplet loss. Contrastingly, Sun et al. used late
fusion by independently training bi-LSTM models with
attention layers for audio, video, and text modalities and
fusing the posteriors to predict arousal and valence (Sun
et al. 2021). Further supporting late fusion’s effective-
ness, Luna Jiménez et al. applies ensemble methods to
integrate the posteriors from aural and visual models,
achieving an 86.7% accuracy rate on the RAVDESS
dataset (Luna Jiménez et al. 2021).

Methods
Dataset We utilize the RAVDESS dataset’s speech
set (Livingstone and Russo 2018), comprised of 24 actors
(12 female, 12 male) vocalizing two statements, each
embodying eight emotions, with 60 samples per actor.
Samples vary in duration from 2.9 to 5.2 seconds, presented
in 720x1080 pixels video at 30fps and audio at a 48,000Hz
sampling rate.

Training Samples We use OpenFace (Baltrusaitis et al.
2018) to compute head pose, action unit activations, and
landmark locations for each video frame. These landmarks
serve as guides for extracting patches around the mouth
and eyes. Specifically, bounding boxes calculated around
designated landmarks facilitate the extraction of mouth (size
110x180) and eye patches (size 128x128). To have training
samples with the same shape, only the central 88 frames
and their corresponding audio segments are retained. This
standardization is accomplished by trimming initial and
final frames from longer videos, and aligning all samples
with the dataset’s minimum video duration (2.9s).

Feature Extraction We use two types: pre-trained large
models and classical feature engineering.
• Pretrained Models: Employed for extracting features

from speech (Wav2Vec2, base and large, yielding 768
and 1024 features respectively (Baevski et al. 2020)) and
visual elements (ResNet (He et al. 2016), producing 512



Figure 1: Illustration of the multi-modal model. Each temporal model is based on the TIM-Net architecture.

features for mouth, eyes, and face with averaged eye
features). Due to computational limits, only 20 evenly-
intervalled frames are utilized.

• Feature Engineering: For efficient feature extraction,
Log Mel Spectrogram for speech is utilized, producing
an 88x24 feature matrix, with parameters including 24
coefficients, a window length of 4800, a hop length of
1600, and a maximum frequency of 17kHz. Visual fea-
tures involve computed and normalized key point dis-
tances, resulting in 780-dimensional vectors for faces and
179-dimensional vectors for eyes per frame. Normaliza-
tion ensures consistent facial attribute sizes across indi-
viduals. Other features include head position (pitch, yaw,
roll angles, and 3D location), and action units (binary and
intensity, normalized to 0-1).

All details related to data preparation of each modality used
are provided in the supplementary material.

Classification Model We run experiment with a multi-
modal setup drawing inspiration from TIM-Net (Ye et al.
2023). TIM-Net is designed to discern the temporal struc-
ture within features extracted from each modality, aiming to
classify inputs into one of eight emotions. Our multi-modal
setup ingests time-series features per frame, processed
through the TIM-Net backbone. These features are then
concatenated and funneled through a multi-layer perceptron

(MLP) with 3 layers for final emotion prediction. The
model is trained end-to-end; when pre-trained models serve
as the feature extraction backbone, these are also subject
to fine-tuning. Refer to Fig. 1 for the model’s depiction. In
scenarios utilizing a single modality, our multi-modal setup
simplifies to TIM-Net (Ye et al. 2023).

Experiments
We assess various models for emotion classification through
binary and multiclass classification methods to explore the
efficacy of different features, modalities, and the impact
of pre-trained versus engineered features. Models were
trained and evaluated through cross-validation with 5 splits,
following the methodology outlined in (Luna Jiménez et al.
2021). All details regarding the hyperparameters used are
provided in the supplementary material.

Binary Classification Binary classification predicts the
presence or absence of emotions. Due to the dataset’s
imbalance, we use the macro F1 score for evaluation and
employ weighted binary cross-entropy loss during training.
Table 1 shows that pre-trained models, such as Wav2Vec2
for audio and ResNet for video, consistently outperformed
traditional feature engineering techniques. The highest F1
score achieved is 0.93 for the emotion “disgust” using
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Audio Speech LMS 0.83 0.83 0.85 0.76 0.79 0.70 0.68 0.81
Wav2Vec2-B 0.91 0.88 0.93 0.87 0.85 0.82 0.75 0.88

Video

Face
ResNet 0.81 0.82 0.84 0.76 0.90 0.75 0.75 0.70
KPD 0.78 0.82 0.85 0.73 0.89 0.79 0.76 0.67
AU 0.77 0.78 0.79 0.67 0.87 0.63 0.62 0.63

Eyes ResNet 0.68 0.72 0.77 0.75 0.75 0.68 0.69 0.65
KPD 0.69 0.69 0.69 0.73 0.73 0.73 0.69 0.59

Mouth ResNet 0.80 0.77 0.80 0.67 0.88 0.77 0.63 0.68

Head Pose RPY-3D 0.65 0.65 0.56 0.54 0.55 0.55 0.53 0.53

Table 1: Macro F1 Score for different emotions, modalities, features. LMS = Log Mel Spectrogram, Wav2Vec2-b = Wav2Vec2-
Base, KPD = Key-Point Distances, AU = Action Units, RPY-3D = Roll, Pitch, Yaw and 3D location.

Type
↓

→ Speech

Feature
↓

→ None LMS Wav2Vec-L

Eyes ResNet 53.18 53.18 82.48
KPD 52.35 70.30 81.42

Mouth ResNet 61.58 59.97 82.04

Eyes + ResNets 63.48 60.98 83.51
Mouth

Face
ResNet 71.20 69.58 83.57
KPD 67.13 76.82 81.63
AU 58.63 70.93 81.65

Table 2: Accuracy for multi-modal experiments. “None” in
the first numerical row and column indicates single-modality
cases; other entries are multi-modal. LMS = Log Mel Spec-
trogram, Wav2Vec2-L = Wav2Vec-Large, KPD = Key-Point
Distances, AU = Action Units.

speech features extracted through the Wav2Vec2 model.
Interestingly, head pose information also contributes posi-
tively to emotion classification performance, especially for
emotions “angry” and “calm”. Notably, the experiments
reveal a variation in the predictability of different emotions
using visual and auditory features. While emotions like
“angry” and “surprise“ are best predicted through audio fea-
tures, others, namely “happy” and “sad” are more accurately
classified using visual features. For emotion “happy”, even
when only using mouth-related visual features, the models
still surpassed the speech-only performance, underscoring
the significance of visual cues in detecting certain emotions.

Multiclass Classification Multiclass classification is the
task of identifying one of the 8 possible emotions. The mod-

els are evaluated based on accuracy metric and trained with
unweighted cross-entropy loss, as the dataset is balanced
across different emotions. Table 2 presents the accuracy of
various models, that combine audio and visual modalities
with different feature extraction techniques, revealing that
the integration of audio and visual modalities enhances clas-
sification accuracy.

As in the binary classification task, pre-trained models
continue to dominate, yielding superior performance
compared to feature engineering methods. Combining Log
Mel Spectrogram and Key-Point Distance features elevates
accuracy from 65.6% and 67.13% to 76.82%, a signifi-
cant improvement especially beneficial for head-mounted
displays (HMDs). The highest accuracy (83.57%) was
achieved by combining whole-face and speech features with
pre-trained models, highlighting the synergy of audio-visual
cues in emotion classification. In contrast to the binary
classification tasks where the base version was used, this
analysis utilized the large version of Wav2Vec2 (Baevski
et al. 2020) for comparison with the 86.7% accuracy
reported by (Luna Jiménez et al. 2021).

Conclusion
This study underscores the importance of multi-modal ap-
proaches in enhancing emotion classification accuracy. The
integration of speech and facial features is particularly ef-
fective, offering a nearly 10% accuracy increase in effi-
ciently engineered models, a significant advancement vi-
tal for resource-limited devices such as Head-Mounted Dis-
plays (HMDs). Furthermore, the findings reveal that speech
and facial features are selectively proficient at identifying
different emotions. This distinction not only supports the ef-
ficacy of a multi-modal strategy but also provides a nuanced
understanding of emotion classification. This, in turn, has
the potential to benefit a wide range of applications and in-
dustries, making emotion classification an even more valu-
able tool in human-computer interaction and beyond.
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Supplementary Material
Data preparation
In this section, we outline the steps taken to prepare each
modality for our experiments, ensuring the reproducibility
of our results.
• ResNet: ResNet served as the feature extractor for eyes,

mouth, and face in our experiments. All images were re-
sized to 224x224 pixels. For facial images, each frame
was first center-cropped to 720x720 pixels to remove the
borders, which did not contain facial information. These
cropped frames were then scaled from 0.0 to 1.0 and
normalized using mean=[0.485, 0.456, 0.406] and stan-
dard deviation (std)=[0.229, 0.224, 0.225], following the
pre-training procedures outlined in PyTorch’s documen-
tation. In unimodal and binary experiments where fine-
tuning was performed, we selected 20 equally spaced
samples from the full video. For multimodal experi-
ments, we employed the weights derived from the uni-
modal experiments, froze the ResNet extractor, and uti-
lized the 88 middle frames of each video. We experi-
mented with using 88 center frames for the unimodal
experiments (with a frozen ResNet fine-tuned using 20
equally spaced samples from the video) to ensure that
the superiority of our multimodal results was not merely
due to the increased number of frames. However, this ap-
proach yielded slightly inferior results (0.3-1% reduced
accuracy), and therefore, these findings are not reported
in our tables.

• Video key-points: For video key-points, we used Open-
Face to extract 40 3D landmarks from the initial 68, as
some landmarks were closely positioned and didn’t of-
fer substantial additional information, hence were omit-
ted to simplify the feature space. We calculated the
pairwise distance between each landmark, construct-
ing a 780-dimensional feature vector for each of the
88 middle frames in the video. These distances were
then normalized against those from the most neutral
frame—identified as the frame with the lowest activated
action units—from the first repetition of a neutral video
where the actor vocalized the same sentence. This pro-
cess ensures a consistent and comparative basis for anal-
ysis across different frames and videos.

• Eyes key-points: For eyes key-points, we adopted an ap-
proach similar to the one used for video key-points. We
extracted 12 specific key-points within each eye, desig-
nated as eye lmk i in OpenFace, and computed the pair-
wise distances within each eye individually. Additionally,
pairwise distances between 10 chosen key-points located
on both eyes and the eyebrows were concatenated to the
initial distances to incorporate inter-eye values. These
distances were normalized using the same procedure pre-
viously described for video key-points. The average gaze
angles of both eyes across two axes were then calculated
and appended to the data, resulting in a 179-dimensional
vector.

• Action units (AU): OpenFace supplies both binary action
units (either activated or not, for 18 AUs) and a continu-
ous intensity measure (ranging from 0 to 5, for 17 AUs).

As these two sets of values are generated through differ-
ent models, there might be inconsistencies in their cor-
respondence. To address this, we integrated both types
of values. The continuous intensities were first rescaled
to a range between 0 and 1. Following this, we concate-
nated the rescaled intensities with the binary action units
to form a combined 35-dimensional vector for each of
the 88 frames.

• Audio: We applied straightforward preprocessing to the
audio. This involved extracting a segment of 140,800
units in length from the center of the audio, which is
equivalent to the duration of 88 frames or approximately
2.9 seconds. The stereo signal was then converted into a
mono signal by averaging the two channels. In the case
of the Wav2Vec experiments, the audio signal was re-
sampled from 48KHz down to 16KHz and normalized
by subtracting the mean and dividing by the standard de-
viation.

Hyperparameters
In this section, we offer a comprehensive overview of the
architecture’s hyperparameters and provide detailed training
information necessary for reproducing our results. The com-
plete set of hyperparameters, along with specific training de-
tails are shown in Table 3.

In our experiments, the MutiNet network utilized three
layers within its temporal block, compared to the original
TIM-Net’s two, and employed a kernel of size 2 for 1D con-
volutions. We experimented with both 32 and 64 convolu-
tion channels, with 64 yielding superior results in most cases
(the exceptions being the multi-class eyes ResNet and LMS
+ Eyes KPD experiments, reported with 32 channels only).
The dilation factors used for multi-scale feature extraction
were always powers of two, consistent with the original pa-
per. When scales equal n, it indicates the use of n differ-
ent temporal blocks with dilation factors ranging from 20 to
2n−1. These factors were selected to ensure the largest tem-
poral block dilation factor was smaller than the total feature
temporal length (hence for 88 frames, we chose 7 so that
26 = 64 < 88). We always used 4 folds for training and 1
for evaluating our models and reported the average over the
5 evaluation folds. Lastly, we selected model checkpoints
with the lowest training loss for the results, which outper-
formed the final checkpoints.



Model Experiment Learning Rate Batch Size Epochs Scales
Wav2Vec2-L

both 0.00005 16 100 8
Wav2Vec2-B

LMS both 0.001 64 100 7
Video ResNet

both 0.0002 8 60 5Mouth ResNet
Eyes ResNet

Face KPD
multi-class 0.0005 64 100 7

Eyes KPD
Face KPD

binary 0.0002 64 100 7
Eyes KPD

AU both 0.0002 64 40 7
Multimodal with Wav2Vec-L + ... multi-class 0.0001 64 100 7

Multimodal with LMS + ... multi-class 0.002 64 100 7

Table 3: Hyperparameters used in the experiments. Each experiment type is categorized as binary, multi-class, or both; “both”
is used when identical hyperparameters were applied to both experiment types. “Scales” denotes the count of distinct scales at
which each modality’s features were extracted in the temporal model before being fused by the dynamic fusion module.


