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Interpreting LLM’s “Reversal Curse”

Meng et al.’s [4] ROME method

Large Language Models struggle
struggle to perform even basic knowl-
edge manipulation tasks without explic-
itly stating retrieved knowledge in their
Chain-of-Thought. For example, if “Al-
ice is Bob’s daughter” appears in the
training dataset, a language model will
be able to instantly answer “Who is Al-
ice’s father?” by retrieval from it’s pa-
rameters (long-term memory) but will struggle to answer “Who is Bob’s daughter?” [1, 2].
Nevertheless, if “Alice is Bob’s daughter” appears in the context (short-term memory), the
LLM can reason that Bob’s daughter is Alice.

Interpretability methods seek to find mechanisms in deep learning models performing
elements of cognition, for instance by localising where in the model’s long term memory
certain facts are stored [4] or discovering small circuit mechanisms for reasoning [3]. In this
project, we aim to use the tools of interpretability to explain why the reversal curse appears
and use our insights to explore interpretability and capabilities of LLMs more broadly.

Requirements:

• Strong software engineering skills (ideally in the modern deep learning stack of Python,
PyTorch/JAX, HuggingFace) to quickly test & iterate on ideas

• Knowledge of Linear Algebra, Probability

Interested? Please get in touch for more details!

Contact

• Sam Dauncey: sdauncey@ethz.ch, ETZ G61.1
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