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ABSTRACT
A set of participants that want to agree on a common opinion de-

spite the presence of malicious or Byzantine participants need to

solve an instance of a Byzantine agreement problem. This classic

problem has been well studied but most of the existing solutions

assume that the participants are aware of 𝑛 — the total number

of participants in the system — and 𝑓 — the upper bound on the

number of Byzantine participants. In this paper, we examine a syn-

chronous system with Byzantine faults where the participants are

neither aware of 𝑛 nor 𝑓 . The participants have unique identifiers,

which are not necessarily consecutive. For such a system, we give

algorithms for rotor-coordinator and consensus, both with the re-

siliency of 𝑛 > 3𝑓 , which is also the optimal resiliency for solving

consensus when the participants know 𝑛 and 𝑓 . Thus, resiliency is

unaffected even if the Byzantine participants can lie about 𝑛 and 𝑓 .
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1 INTRODUCTION
Many modern networks have to function without knowing the size

of the system in advance. Consider, for example, a database cluster

that requires frequent node scaling because of changing load, or

a wireless sensor network that experiences a changing number of

faulty or disconnected nodes over time. Nakamoto’s blockchain [10]

is a prominent example where the network is permissionless, i.e.,

the network is open to any number of nodes. So, the number of par-

ticipants and consequently, the number of failures also change over

time. Agreement is a fundamental distributed computing primitive

for fault-tolerant networks, however, much of the existing literature

assumes that the size 𝑛 of the network and/or the upper bound 𝑓

on the number of failures is known to every node [2, 5, 9, 12].

In this paper, we consider fault-prone systems where the nodes

do not know the number of nodes 𝑛 and the maximum number

of Byzantine nodes 𝑓 and give algorithms for rotor-coordinator —
selects a unique leader in every round — and consensus — every
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correct node has a binary input and the correct nodes output a

common binary value that is an input of some correct node [8].

Since a correct node does not know 𝑛 and 𝑓 and a Byzantine node

may not announce itself to everyone, there might be more Byzan-

tine nodes in the system than what a correct node thinks, and so a

larger proportion of good nodes might be required. We show, how-

ever, that these problems can be solved without affecting resiliency.

Specifically, we give algorithms for solving the above problems

in synchronous systems with the resiliency of 𝑛 > 3𝑓 , which is

optimal for consensus.

2 RELATEDWORK
If the nodes do not know 𝑛 and 𝑓 and the network is asynchronous,

i.e., the message delays are unbounded, then agreement with proba-

bilistic termination is impossible since the nodes do not know how

many messages to receive before deciding. There is a line of work

that deals with this problem using oracles or failure detectors. They

either assume 𝑓 [1, 4, 7] or the failure detector eventually removes

the Byzantine nodes [11].

The Byzantine agreement problems have been studied since the

work by Lamport et al. [8]. The king algorithm [3] solves consensus

in𝑂 (𝑓 +1) roundswith polynomial message complexity and optimal

resiliency of 𝑛 > 3𝑓 . The round complexity can be improved to

𝑓 + 1 [6]. A rotor-coordinator, as also used in [3], rotates through

the opinions of at most 𝑓 + 1 coordinator nodes before selecting a

correct one. The rotor-coordinator can be easily implemented by

rotating through 𝑓 + 1 nodes when 𝑓 is known and the identifiers

are consecutive, unlike in our model, where it is non-trivial.

3 MODEL
The system consists of 𝑛 nodes, out of which at most 𝑓 are faulty.

The faulty nodes can behave in anyway whatsoever, also known as

Byzantine behavior. We call the non-Byzantine nodes correct. The
nodes have unique identifiers, which are not necessarily consecu-

tive. Each node only knows its identifier at initialization apart from

a possible input and does not know any global information like

𝑛 or 𝑓 . The system is synchronous and the computation proceeds

in rounds. In each round, every node receives the messages that

were sent to it in the previous round, does some local computations,

and then sends messages to the other nodes to be consumed in the

following round. A correct node can broadcast a message to all the

nodes or send a message to a specific node that sent a message to

the node before. The identifier of a node is included in the mes-

sage it sends so the receiver of the message can decipher its sender.

Thus, a Byzantine node cannot forge its identifier when commu-

nicating directly. However, it can help other Byzantine nodes to

do so indirectly by claiming to have received messages from other,

possibly non-existent nodes. Byzantine nodes can send duplicate
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messages across rounds but duplicate messages from the same node

in a round are simply discarded.

Note that the only way for a correct node to know about the

existence of another node is to receive a message from that node.

A Byzantine node may get itself known to only a subset of nodes,

however, it can behave as if it already knows all the nodes without

having receivedmessages from them.We refer to the abovemodel as

the id-only model. We give the rotor-coordinator and the consensus

algorithms for the id-only model in Sections 4 and 5, both with the

resiliency of 𝑛 > 3𝑓 .

4 ROTOR-COORDINATOR
A rotor-coordinator selects the opinion of a unique leader or a co-

ordinator in every round. As there are at most 𝑓 faulty nodes, a

correct node is selected as a leader after at most 𝑓 + 1 rounds. Algo-
rithm 1 gives the pseudocode. The idea is that every correct node

Algorithm 1 Rotor-coordinator algorithm for a node 𝑣 . The sets

𝐶𝑣 and 𝑆𝑣 are used by 𝑣 to store process identifiers. The set 𝐶𝑣 is

ordered by the process identifiers in increasing order. We use |𝐶𝑣 |
for the size of 𝐶𝑣 and 𝐶𝑣 [𝑖] for its 𝑖th member, where 𝑖 ≥ 0. The

set 𝐵𝑣 holds messages before they are broadcast by 𝑣 at the end

of a round. Note that each iteration of the loop is a single round.

Coordinator’s opinion is accepted in Line 17.

1: 𝐶𝑣 ← 𝜙 ⊲ Set of candidate coordinators
2: 𝑆𝑣 ← 𝜙 ⊲ Set of selected coordinators

3: Broadcast init ⊲ Round 1

4: Broadcast echo(𝑝) if received init from 𝑝 ⊲ Round 2

5: for 𝑟 ← 0→∞ do ⊲ Rounds 3 up to termination

6: 𝐵𝑣 ← 𝜙

7: Let𝑛𝑣 be the number of nodes that sent at least one message

to 𝑣 until the round 𝑟 .

8: if Received at least 𝑛𝑣/3 echo(𝑝) and 𝑝 ∉ 𝐶𝑣 then
9: 𝐵𝑣 ← 𝐵𝑣 ∪ {echo(𝑝)}
10: end if
11: if Received at least 2𝑛𝑣/3 echo(𝑝) and 𝑝 ∉ 𝐶𝑣 then
12: 𝐶𝑣 ← 𝐶𝑣 ∪ {𝑝}
13: end if
14: 𝑝 ← 𝐶𝑣 [𝑟 mod |𝐶𝑣 |] ⊲ Select the next coordinator as 𝑝 .

15: Let 𝑝 ′ be the coordinator selected in the previous round.

16: if Received opinion(𝑥) from 𝑝 ′ then
17: Accept 𝑥 as the coordinator’s opinion

18: end if
19: if 𝑝 ∈ 𝑆𝑣 then
20: break
21: end if
22: 𝑆𝑣 ← 𝑆𝑣 ∪ {𝑝}
23: if 𝑣 = 𝑝 then ⊲ Check if 𝑣 itself is the coordinator.

24: Let 𝑜𝑣 be 𝑣 ’s current opinion.

25: 𝐵𝑣 ← 𝐵𝑣 ∪ {opinion(𝑜𝑣)} ⊲ To broadcast 𝑣 ’s opinion.

26: end if
27: Broadcast 𝐵𝑣 if its non-empty

28: end for

broadcasts its willingness to become a coordinator initially, when

the faulty nodes may or may not participate (Line 3). Every correct

node 𝑣 keeps a set of candidate coordinators 𝐶𝑣 , which it updates

in a reliable broadcast fashion (Lines 9 and 12). In each round, a

correct node 𝑣 selects the coordinator with the next larger identifier,

say 𝑝 , from the set𝐶𝑣 and adds it to the set of selected coordinators

𝑆𝑣 (Lines 14 and 22). The node 𝑣 accepts the opinion from 𝑝 in the

next round as the coordinator’s opinion (Line 17) and broadcasts

its own opinion as the coordinator’s opinion in case 𝑣 was selected

as the coordinator from the set𝐶𝑣 (Line 25). The node 𝑣 terminates

when it reselects the same node as the coordinator (Line 20). The

hope is that by the time a correct node terminates, it has already

witnessed a round in which every correct node accepts the opinion

of a common and a correct coordinator. We start by showing that

if a correct node adds 𝑝 to its set of candidate coordinator 𝐶𝑣 , then

another correct node𝑢 adds 𝑝 to its set𝐶𝑢 as well by the next round.

Lemma 1. If 𝑛 > 3𝑓 and a correct node 𝑣 receives at least 𝑛𝑣/3
copies of a message𝑚 from distinct nodes in a round 𝑟 , then at least
one of those messages was sent by a correct node.

Proof. Let 𝑓 ′′𝑣 be the number of faulty nodes that sent𝑚 to 𝑣

in the round 𝑟 . Since every correct node transmits a message in the

first round (Line 3), we have 𝑛𝑣 ≥ 𝑔, where 𝑔 is the number of good

nodes. So, we can write 𝑛𝑣 = 𝑔+ 𝑓 ′𝑣 , where 𝑓 ′𝑣 is the number of faulty

nodes that sent at least one message to 𝑣 until the round 𝑟 . Using

𝑓 ′′𝑣 ≤ 𝑓 ′𝑣 and 𝑛𝑣 = 𝑔 + 𝑓 ′𝑣 , the number of correct nodes𝐺 that sent a

message to 𝑣 in the round 𝑟 are at least 𝑛𝑣/3− 𝑓 ′′𝑣 ≥ (𝑔− 2𝑓 ′𝑣 )/3. As
𝑔 > 2𝑓 , we have 𝐺 > 2(𝑓 − 𝑓 ′𝑣 )/3 or at least one as 𝑓 ≥ 𝑓 ′𝑣 . So, at
least one correct node sent the message𝑚 to 𝑣 in the round 𝑟 . □

Lemma 2. If 𝑛 > 3𝑓 and a correct node 𝑣 receives at least 2𝑛𝑣/3
copies of a message𝑚 in a round 𝑟 , then every correct node 𝑢 receives
at least 𝑛𝑢/3 copies of𝑚 in the round 𝑟 .

Proof. As 𝑣 receives at least 2𝑛𝑣/3messages, at least 2𝑛𝑣/3− 𝑓 ′′𝑣
of them were sent by the correct nodes, where 𝑓 ′′𝑣 is the number

of messages received by 𝑣 from the faulty nodes in the round 𝑟 .

Let 𝑓 ′𝑣 be the number of faulty nodes from which 𝑣 received at

least one message until the round 𝑟 . Then, we have 2𝑛𝑣/3 − 𝑓 ′′𝑣 =

2(𝑔+ 𝑓 ′𝑣 )/3− 𝑓 ′′𝑣 , where 𝑔 is the number of good nodes. As 𝑓 ′′𝑣 ≤ 𝑓 ′𝑣
and 𝑓 ′𝑣 ≤ 𝑓 by definition, we have 2(𝑔 + 𝑓 ′𝑣 )/3 − 𝑓 ′′𝑣 ≥ (2𝑔 − 𝑓 )/3.

Using 𝑛 > 3𝑓 or 𝑔 > 2𝑓 , we have (2𝑔 − 𝑓 )/3 = (𝑔 + (𝑔 − 𝑓 ))/3 >

(𝑔 + 𝑓 )/3. Thus, at least (𝑔 + 𝑓 )/3 correct nodes broadcast the

message𝑚 and every correct node receives at least (𝑔 + 𝑓 )/3 copies
of 𝑚 in the round 𝑟 . For a correct node 𝑢, we have (𝑔 + 𝑓 )/3 ≥
(𝑔 + 𝑓𝑢 )/3 = 𝑛𝑢/3, where 𝑓𝑢 is the number of faulty nodes from

which 𝑢 has received at least one message until the round 𝑟 . □

Lemma 3. If a correct node 𝑣 adds 𝑝 to the set 𝐶𝑣 in a round 𝑟 , then
any correct node 𝑢 ≠ 𝑣 adds 𝑝 to the set 𝐶𝑢 by the round 𝑟 + 1.

Proof. Let 𝑟 be the first round in which a correct node 𝑣 adds

𝑝 to the set 𝐶𝑣 . Thus, the node 𝑣 received at least 2𝑛𝑣/3 echo(p)
messages. Using Lemma 2, each correct node𝑢 receives at least𝑛𝑢/3
echo(p) messages in the round 𝑟 . So, every correct node broadcasts

echo(p) message at the end of round 𝑟 (Line 27) and each one of

them receives 𝑔 echo(p) messages in the round 𝑟 + 1. As 𝑔 > 2𝑓 ,

we have 3𝑔 > 2(𝑓 + 𝑔) = 2𝑛. Thus, we have 𝑔 > 2𝑛/3 ≥ 2𝑛𝑢/3 for
every correct node 𝑢. Therefore, every correct node 𝑢 adds 𝑝 to the

set 𝐶𝑢 in the round 𝑟 + 1. □



Brief Announcement: Byzantine Agreement with Unknown Participants and Failures PODC ’20, August 3–7, 2020, Virtual Event, Italy

We call a round a good round if the same node 𝑝 was selected as

a coordinator by every correct node and the node 𝑝 is correct. In

the following, we show that every correct node witnesses a good

round before it terminates, if 𝑛 > 3𝑓 . We will call a round as a silent
round if the set𝐶𝑣 remains unchanged for every correct node 𝑣 , i.e,

no correct node executes Line 12 in that round. A non-silent round
is a round that is not silent. We observe that in a silent round, the

value of 𝐶𝑣 is identical for every correct node 𝑣 . If they were not,

then there is a silent round between a correct node 𝑣 adding an

identifier 𝑝 to its set𝐶𝑣 and another correct node 𝑢 ≠ 𝑣 adding 𝑝 to

its set 𝐶𝑢 . This contradicts 𝐿𝑒𝑚𝑚𝑎 3. With 𝑛 > 3𝑓 , a good round is

ensured as follows.

Lemma 4. If 𝑛 > 3𝑓 , then every correct node witnesses at least one
good round until it terminates.

Proof. Assume for contradiction that a node 𝑣 terminates in

the round with 𝑟 = 𝑟𝑡 without witnessing a good round. Consider

a round with 𝑟 = 𝑟𝑐 ≤ 𝑟𝑡 . Let 𝐹𝑣 ⊆ 𝐶𝑣 and 𝐺𝑣 ⊆ 𝐶𝑣 , respectively,

be the set of faulty node identifiers and the set of good or correct

node identifiers in 𝐶𝑣 when the coordinator node is selected in the

round 𝑟𝑐 (Line 14). Thus, we have |𝐶𝑣 | = |𝐹𝑣 | + |𝐺𝑣 |.
A correct node 𝑝 sends init to all the nodes (Line 3). So, every

correct node broadcasts echo(p) (Line 4) and consequently, every

correct node 𝑣 receives 𝑔 echo(p) messages. As 𝑛 > 3𝑓 , we have

𝑔 > 2𝑓 or 3𝑔 > 2(𝑓 + 𝑔) = 2𝑛. Thus, we have 𝑔 > 2𝑛/3 ≥ 2𝑛𝑣/3. So,
all the correct identifiers are added to𝐶𝑣 before the first coordinator

is selected.

So, we have |𝐺𝑣 | = 𝑛 − 𝑓 and |𝐶𝑣 | = |𝐹𝑣 | + 𝑛 − 𝑓 . Using 𝑛 > 3𝑓 ,

we get |𝐶𝑣 | > |𝐹𝑣 | + 2𝑓 . Say that there is no correct node 𝑢 that

added a faulty identifier to its set 𝐶𝑢 in the round with 𝑟 = 0. Then,

every correct node selects a common coordinator from the set 𝐺𝑣

and 𝑣 witnesses a good round before termination, a contradiction.

Thus, there is a correct node 𝑢 that adds a faulty identifier to its set

𝐶𝑢 in the round with 𝑟 = 0. For every non-silent round afterwards,

at least one faulty node identifier is added to the set 𝐶𝑢 of some

correct node𝑢. Using Lemma 3, if a faulty node identifier 𝑝 is added

to 𝐶𝑢 , every correct node 𝑤 ≠ 𝑢 adds 𝑝 to 𝐶𝑤 by the next round.

Thus, we have 2𝑓 ≥ 𝑛ns , where 𝑛ns is the number of non-silent

rounds prior to the round 𝑟𝑐 and starting from the round 𝑟 = 0.

Therefore, we have |𝐶𝑣 | > |𝐹𝑣 | + 𝑛ns .
Moreover, until the round 𝑟𝑐 , node 𝑣 has neither witnessed a good

round, nor it has selected the same node again as a coordinator by

our assumption. So, in all the silent rounds prior to the round 𝑟𝑐 , a

unique faulty node was selected as a coordinator by 𝑣 . Therefore,

if ns is the number of silent rounds prior to the round 𝑟𝑐 , then

|𝐹𝑣 | ≥ 𝑛𝑠 since 𝑣 selects a node as a coordinator only after adding

it to the set 𝐶𝑣 . So, we have |𝐶𝑣 | > 𝑛𝑠 + 𝑛ns .
Since 𝑟 starts from 0, we have 𝑛𝑠 +𝑛ns = 𝑟𝑐 . So, we have |𝐶𝑣 | > 𝑟𝑐

and 𝑟𝑐 mod |𝐶𝑣 | = 𝑟𝑐 . Since the above inequality is true for every

round 𝑟𝑐 ≤ 𝑟𝑡 , a node that was already selected as a coordinator,

is in the set {𝐶𝑣 [𝑟 mod |𝐶𝑣 |] : 𝑟 < 𝑟𝑐 }. Therefore, for selecting the

same identifier as a coordinator again, it must be that 𝑟 > |𝐶𝑣 | > 𝑟𝑐 ,

a contradiction. □

Theorem 1. If 𝑛 > 3𝑓 , then every correct node terminates in 𝑂 (𝑛)
rounds and there is a round in which every correct node accepts the
opinion of a common and a correct coordinator node.

Proof. As a node terminates as soon as it selects the same node

as a coordinator and there are 𝑛 nodes in total, the node terminates

in at most 𝑛 rounds. Using Lemma 4, the node also witnesses a good

round before termination and accepts the corresponding opinion

in the next round (Line 17). □

5 CONSENSUS
Formally, each node has a binary input and must output a binary

value (termination) such that all the correct nodes output the same

value (agreement) and that value is an input of some correct node

(validity). It is possible to use the rotor-coordinator to design a con-

sensus algorithm in the id-only model based on the king algorithm

[3]. We use the rotor-coordinator’s opinion as the king’s opinion

and the thresholds of 𝑛 − 𝑓 and 𝑛 − 2𝑓 are replaced respectively by

2𝑛𝑣/3 and 𝑛𝑣/3. This results in an𝑂 (𝑛) round consensus algorithm
in the id-only model. In the full version, we give the full algorithm

and analysis.

6 DISCUSSION
In this paper, we considered distributed systems where the partic-

ipants are neither aware of the size 𝑛 nor the safe estimate 𝑓 of

Byzantine failures. We show that selecting a correct leader, and

consequently consensus, can be solved in this model with the re-

siliency of 𝑛 > 3𝑓 , which is optimal for consensus. The affect on

resiliency of other agreement problems such as early terminating

consensus is also explored in the full version. It is unclear if the

resiliency of the rotor-coordinator is optimal, a question left for

future work.
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