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Solving Minesweeper with Differentiable Logic Gate Networks

Machine learning models are often huge, which causes

them to have high latency, low throughput, and high [sme oen zeen
energy usage. In response to this, methods such as |- - 9 : _
DiffLogic [1, 3, 4, 5], a logic-gate-based neural net- - J
work architecture designed for FPGA acceleration jjlf\\z‘sﬁs‘aﬁ
(see in Figure 2), offer an efficient computational al- |, #5542 21 5
ternative. :fé;% g : EROEE 1§
Difflogic creates networks of Boolean logic func- |- AT I
tions, making them very computationally efficient for j—i I‘:T%ﬁ%

tasks such as image classification and language pro-
cessing.

However, a natural and unexplored application of
Difflogic is to domains that directly work with logic-
based rules, such as logic puzzles.

The goal of this project is to apply Difflogic models to puzzle games, starting with
Minesweeper, but then working towards solving as many puzzles as possible [2].

We will have weekly meetings on Zoom or in person to go over results, discuss open
questions, and resolve any potential problems. You will have a lot of possibilities to shape
the project in the directions you find the most interesting.

Figure 1: The classic Minesweeper
logic game

Requirements

Solid programming skills in Python and knowledge of machine learning evaluation are re-
quired. An interest in logic puzzles is beneficial.

Contact

In a few short sentences, please describe your interest in this project and any relevant coding
experience or background (e.g., projects or coursework).

e Andreas Plesner: aplesner@ethz.ch, ETZ G95

e David Jenny: davjenny@ethz.ch, ETZ G95
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Figure 2: Overview of DiffLogic for image classification.
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