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Abstract

Wireless and mobiles networks are excellent playground for researchers with an algorithm background. Many research problem turn out to

be variants of classic graph theory problems. In particular the rapidly growing areas for ad hoc and sensor networks demand new solutions for

timeless graph theory problems, because: (i) wireless devices have lower bandwidth and (ii) wireless devices are mobile and therefore the

topology of the network changes rather frequently. As a consequences, algorithms for wireless and mobile networks should have: (i) as little

communication as possible and should (ii) run as fast as possible. Both goals can only be achieved by developing algorithms requiring a small

number of communication rounds only (so-called local algorithm). In the work we present a few algorithmic applications in wireless

networking, such as clustering, topology control and geo-routing. Each section is supplemented with an open problem.

q 2005 Elsevier B.V. All rights reserved.
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1. Introduction

An ad hoc or sensor network consists of mobile nodes

featuring, among other components, a processor, some

memory, a wireless radio, and a power source; physical

constraints often require the power source to be feeble—a

weak battery or a small solar cell.

Ad hoc and sensor networks are emerging areas of

research that have been studied intensively for a few years

only. Roughly, the researchers investigating ad hoc and

sensor networks can be classified into two categories. On the

one side there are the systems researchers who build real

ad hoc or sensor networks; the Berkeley Motes project [16]

is a popular hardware platform marketed by Crossbow

(www.xbow.com) that is used in many deployments, but

alternative hardware platforms are available as well [5,34].

On the other hand there are the theoreticians who try to

understand the fundamentals of ad hoc and sensor networks,

by abstracting away a few ‘technicalities’ that arise in real

systems.
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Not surprisingly—as in other areas of computer science

and engineering—there is no consensus what the technical-

ities are. Most theoreticians model the networks as nodes

(points) in a Euclidean plane; two nodes can communicate if

they are within their mutual transmission range, which in an

unobstructed and homogeneous environment translates into

whether their Euclidean distance is at most the maximum

transmission range R. This model is widely known as unit

disk graph and—though not quite practical—respected as a

first step by practitioners.

More surprisingly, however, most theoreticians make

much stronger assumptions. It seems that a majority of

papers assumes that the nodes are distributed uniformly at

random. At a high node density, such a postulation renders

many problems trivial. Also it is not clear that a uniform

node density distribution makes sense from a practical point

of view. Recently deployed large-scale sensor networks

report highly heterogeneous node densities—in ‘interesting’

areas there are several nodes per square meter, whereas in

other (‘routing-only’) areas nodes are hundreds of meters

apart. For mobile ad hoc networks (MANET’s), it is often

assumed that the nodes move Brownian, a behavior that is

not often seen in our macroscopic world.

In this paper we advocate using more realistic graph

theoretical models. We feel that theoretical research should

drop average-case assumptions such as uniformly at

random distributed nodes and/or Brownian motion, and
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instead study worst-case distributions and motion models.

In this paper we outline a selection of the algorithms that

were developed to work also in the non-uniform worst-case.

The paper is organized as follows. In Sections 2, 3, and 4,

we sketch a number of algorithmic results in three key areas

of ad hoc and sensor networking. In Section 2 we discuss

topology control, in Section 3 clustering, and in Section 4

geo-routing, a special but well-studied form of routing. In

Section 5 we conclude the paper.
2. Topology control

Since energy is the limiting factor for lifetime and

operability of an ad hoc network, researchers have

developed a variety of mechanisms and algorithms to

conserve energy. These mechanisms and algorithms are

often dubbed ‘topology control’.

For two communicating ad hoc nodes u and v, the energy

consumption of their communication grows at least

quadratically with their distance. Having one or more

relay nodes between u and v therefore helps to save energy.

The primary target of a topology control algorithm is to

abandon long-distance communication links and instead

route a message over several small (energy-efficient) hops.

For this purpose each node in the ad hoc network chooses a

‘handful’ of ‘close-by’ neighbors ‘in all points of the

compass’ (we are going to fill in the details later). Having

only near neighbors not only helps reducing energy but also

interference, since fewer nodes are disturbed by high power

transmissions. Clearly nodes cannot abandon links to ‘too

many’ faraway neighbors in order to prevent the ad hoc

network from being partitioned or the routing paths from

becoming non-competitively long. In general there is a

trade-off between network connectivity and sparseness.

Let the graph GZ(V, E) denote the ad hoc network

before running the topology control algorithm, with V being

the set of ad hoc nodes, and E representing the set of

communication links. There is a link (u, v) in E if and only if

the two nodes u and v can communicate directly. Running

the topology control algorithm will yield a sparse subgraph

GtcZ(V, Etc), of G, where Etc is the set of remaining links.

The resulting topology Gtc should have a variety of

properties:
(i)
 Symmetry. The resulting topology Gtc should be

symmetric, that is, node u is a neighbor of node v if

and only if node v is a neighbor of node u. Asymmetric

communication graphs are unpractical, because many

communication primitives become unacceptably com-

plicated [32].
(ii)

1 Meyer auf der Heide et al. [29] are a notable exception who study

interference explicitly, however, not in the context of topology control, but

in relation to traffic models. They show that there are worst-case ad hoc

networks and worst-case traffic, where only one of the performance

parameters congestion, energy, and dilation can be optimized at a time.
Connectivity/Spanner. Two nodes u and v are con-

nected if there is a path from u to v, potentially through

multiple hops. If two nodes are connected in G, then

they should still be connected in Gtc. Although a

minimum spanning tree is a sparse connected
subgraph, it is often not considered a good topology,

since close-by nodes in the original graph G might end

up being far away in Gtc (G being a ring, for instance).

Therefore the graph Gtc is generally not only being

asked to be connected, but a spanner. For any

two nodes u and v, if the optimal path between u and

v in G has cost c, then the optimal path between u and v

in Gtc has cost O(c).
(iii)
 Sparseness/Low Degree/Low Interference. The

remaining graph Gtc should be sparse, that is, the

number of links should be in the order of the number of

nodes. More ambitiously, one might even ask that each

node in the remaining graph Gtc has a low (constant)

degree. Since a low degree alone does not automati-

cally imply low interference (after all nodes might

choose few but very far away neighbors!), some

researchers have started studying topology control

algorithms that concentrate on the interference issue.
(iv)
 In addition to the properties (i)–(iii) one can often find

secondary targets. For instance, it is popular to ask the

remaining graph to be planar in order to run a

geometric routing algorithm, such as GOAFR [28].
Since connectivity and sparseness run against each other,

topology control has been a thriving research area.

The currently best algorithms feature an impressive list

of properties. Wang and Li [35] present the currently most

promising proposal—a distributed topology control algor-

ithm that computes a planar constant-degree distance-

spanner. (As opposed to energy-spanners as considered in

earlier work [37,17].) However, the distributed algorithm

might be quite slow; in an unlikely (but possible) worst-case

instance it will run for a linear number of steps. Also, like

many others this algorithm makes strong assumptions: first,

all the nodes need to know their exact positions, by means of

a global positioning system (GPS) for example. Second, the

algorithm assumes that the world is flat and without

buildings (a perfect unit disk graph, so to speak). These

assumptions make the algorithm unpractical.

In an almost ‘retro’ approach [38] recently presented the

XTC algorithm that works: (i) without GPS and (ii) even in

a mountainous and obstructed environment. Surprisingly the

XTC algorithm features all the basic properties of topology

control (symmetry, connectivity, low degree) while being

faster than any previous proposals.

All known topology control algorithms including [35]

and XTC [38] do not explicitly address interference,

but argue that the sparseness or low degree property will

take care of it.1 In [9] it has recently been shown that



Fig. 1. Nodes covered by a communication link.

Fig. 3. The Nearest Neighbor Forest yields interference U(n).
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the ‘low degree0low interference’ assumption is not

correct in a worst case.

In [9] interference is formally defined as follows: given a

communication graph produced by a topology control

algorithm, the coverage of an (undirected) edge eZ(u, v)

is the cardinality of the set of nodes covered by the disks

induced by u and v, with radius juvj:

CovðeÞ : Z jfw2Vjw is covered by Dðu; ju; vjÞg

g fw2Vjw is covered by Dðv; jv; ujÞgj:

In other words the coverage Cov(e) represents the

number of network nodes affected by nodes u and v

communicating with their transmission powers chosen such

that they exactly reach each other (cf. Fig. 1). Then the

interference of a graph GZ(V, E) is

IðGÞ :Z max
e2E

CovðeÞ:

To the best of our knowledge, all currently known

topology control algorithms have in common that every

node establishes a connection to at least its nearest neighbor.

In other words all these topologies contain the Nearest

Neighbor Forest constructed on the given network. In the

following we show that by including the Nearest Neighbor

Forest as a subgraph, the interference of a resulting topology

can become incomparably bad with respect to a topology

with optimum interference. In particular, interference of any

proposed topology is U(n) times larger than the interference

of the optimum connected topology, where n is the total

number of network nodes.
Fig. 2. Two exponential node chains.
Fig. 2 depicts an example graph. In addition to a

horizontal exponential node chain, each of these nodes hi

has a corresponding node vi vertically displaced by a little

more than hi’s distance to its left neighbor. Denoting this

vertical distance di, diO2iK1 holds. These additional nodes

form a second (diagonal) exponential line. Between two of

these diagonal nodes vi-1 and vi, an additional helper node ti
is placed such that jhi, tijOjhi, vij.

The Nearest Neighbor Forest for this given network (with

the additional assumption that each node’s transmission

radius can be chosen sufficiently large) is shown in Fig. 3.

Roughly one third of all nodes being part of the horizontally

connected exponential chain, interference of any topology

containing the Nearest Neighbor Forest amounts to at least

U(n). An interference-optimal topology, however, would

connect the nodes as depicted in Fig. 4 with constant

interference.

In other words, already by having each node connect to

the nearest neighbor, a topology control algorithm makes an

‘irrevocable’ error. Moreover, it commits an asymptotically

worst possible error, since the interference in any network

cannot become larger than n.

Since roughly one third of all nodes are part of the

horizontal exponential node chain in Fig. 2, the observation

also holds for an average interference measure, averaging

interference over all edges.2

In [9] three algorithm variants are presented that indeed

minimize interference, and at the same time keep the

symmetry and the connectivity/spanner property. These

algorithms have drawbacks too: currently only one of them

is locally computable, but its running time is too slow,

which makes a practical implementation impossible.

All the previously discussed algorithms work for

arbitrary (worst-case) node distributions. For average-case

(random) distributions there is an interesting alternative:

each node simply chooses its k best neighbors. Blough et al.

[11] show that this simplest of all conceivable algorithms

works surprisingly well when the nodes are distributed

uniformly at random. For general distributions, clearly [11]

does not even guarantee connectivity.
2 Interestingly, the example in Fig. 2 works as well for a number of other

definitions of interference.



Fig. 4. Optimal tree with constant interference.
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Topology control has been (and still is!) a thriving

research area for theoreticians. What works well in analysis

and simulation has recently also been implemented on the

basis of the 802.11 standard [19]. These early practical

experiences proof that topology control is a technique that is

paying off, and deserves more attention.

Open Problem. For the sake of concreteness, let us

specify one of the many open problems. We are given n

nodes in the plane. As above we must connect these nodes

with a spanning tree. This time, however, we do not charge

each edge by how many nodes it will disturb. Instead we

charge each node by how many edges it is disturbed. The

spanning tree should be chosen such that it minimizes the

maximum (or average) disturbed node. Apart from a simple

directed sensor-network model [13] nothing is known about

the problem.
3 Another lower bound is U(log D/log log D), where D is the maximum

degree (number of neighbors) in the graph.
3. Clustering

Akin to topology control, clustering (a.k.a. backbone

building) also aims for computing a subgraph of the original

graph. In some sense, however, in clustering this subgraph is

not trying to optimize energy by dropping long-range

neighbors, but (quite on the opposite) optimizing the

number of hops by dropping short-range neighbors.

In mobile ad hoc networks, nodes communicate without

stationary server infrastructure. When sending a message

from one node to another, intermediate network nodes have

to serve as routers. Although a number of interesting

suggestions have been made, finding efficient algorithms for

the routing process remains the most important problem for

ad hoc networks. Since the topology of an ad hoc network is

constantly changing, routing protocols for ad hoc networks

differ significantly from the standard routing schemes which

are used in wired networks. One effective way to improve

the performance of routing algorithms is by grouping nodes

into clusters. The routing is then done between clusters. A

most basic method for clustering is calculating a dominating

set. Formally, in a graph G, a dominating set is a subset

of nodes such that for every node v either: (i) v is in the

dominating set or (ii) a direct neighbor of v is in the

dominating set. The minimum dominating set problem asks

for a dominating set of minimum size. Only the nodes of
the dominating set act as routers, all other nodes commu-

nicate via a neighbor in the dominating set.

Between traditional wired networks and mobile ad hoc

networks two main distinctions can be made: (i) typically

wireless devices have much lower bandwidth than their

wired counterparts and (ii) wireless devices are mobile and

therefore the topology of the network changes rather

frequently. As a consequence, distributed algorithms

which run on such devices should have as little communi-

cation as possible and they should run as fast as possible.

Both goals can only be achieved by developing algorithms

requiring a small number of communication rounds only

(often called local algorithms).

Most of the algorithms to compute a dominating set use

the fact that a maximal independent set (MIS) is by

definition already a dominating set. For unit disk graphs it

can be shown that any MIS is only a constant factor larger

than a minimum dominating set. Often, in a second phase of

the algorithm the nodes in the MIS are then connected

through two- and three-hop bridges. All these nodes (the

MIS and the bridging nodes) then form the backbone. One

can route from any backbone node to any other through

nodes in the backbone only [2].

Unfortunately, from a worst-case standpoint, it is

conjectured that computing a MIS is not as efficient as it

seems at first sight. In particular in [23] it was shown that

a distributed MIS construction can take as long as

Uð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

log n=log log n
p

Þ time in a graph with n nodes.3 This is

too slow in the setting of a mobile ad hoc network because

by the time the MIS is computed, the topology has already

changed. In a paper by Gao et al. [15] it was shown that in a

unit disk graph one can construct an asymptotically optimal

dominating set in time O(log log n) only. However, to do so,

nodes need to know their coordinates, an assumption that is

not always realistic.

Recently, algorithms to quickly compute a dominating

set fast even if there the nodes do not know their coordinates

have been proposed. These algorithms in fact even work if

the network is not a unit disk but a general graph. In general

graphs, the problem of finding a minimum dominating set

has been proven to be NP-hard. The best known

approximation is already achieved by the greedy algorithm:

as long as there are uncovered nodes, the greedy algorithm

picks a node which covers the biggest number of uncovered

nodes and puts it into the dominating set. It achieves an

approximation ratio of ln D where D is the highest degree in

the graph. Unless the problems of NP can be solved by

deterministic nO(log log n) algorithms, this is the best possible

up to lower order terms [12]. In [18] a logarithmic

approximation in polylogarithmic time was proposed.

In [24] the only distributed algorithm which achieves

a nontrivial approximation ratio in a constant number
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Fig. 5. Distributed dominating set approximation.

4 Abraham et al. [1] fits well into the context of this paper, since the

authors share our worst-case philosophy.
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of rounds is given. Precisely, for an arbitrary parameter k,

in O(k) rounds, an expected approximation ratio of

Oð
ffiffiffi

k
p

D2=
ffiffi

k
p

log DÞ is presented.

The algorithm consists of two phases (see Fig. 5). First,

an approximate solution to the fractional dominating set

problem is obtained. In the fractional MDS, weights are

assigned to all nodes such that the sum of weights each node

sees is greater than or equal to 1. If the MDS problem is

formulated as an integer program, the fractional MDS

corresponds to the LP relaxation of MDS. The solution to

the fractional dominating set can be summarized as follows.

Initially all nodes have weight 0. As the algorithm

progresses, the nodes gradually increase their weights.

This is done in decreasing order of the degrees of the nodes.

In order to achieve the locality, the degrees are divided into

classes and the assigning of weights is done simultaneously

for all nodes of the same class. We obtain a distributed

algorithm for the fractional MDS which computes a kD2/k-

approximation in O(k2) rounds.

In the second phase of the algorithm, based on their

weights, the nodes locally decide whether they become a

dominater or not. The second phase only needs two rounds

of communication and it merely adds a factor O(log D) to

the overall approximation ratio. This is asymptotically

optimal since the integrality gap of the problem is ln D

unless P almost equals NP. In an optional third phase (which

is omitted in Fig. 5) nodes can locally approximate a

connected dominating set by building ‘bridges’ between

dominators.

Recently, with a primal-dual approach it was possible to

improve the algorithm such that the first phase of the

algorithm essentially constructs a local polynomial time

approximation scheme (PTAS), not only for dominating sets

but for more general covering and packing problems [25].

All algorithms so far assume that the scheduling of

transmissions is handled by the MAC layer. In other words,

they assume perfect point-to-point connections between two

neighboring nodes. Since a backbone (dominating set) is

often used to compute a reasonable MAC layer, many of

these papers experience a severe ‘chicken-and-egg’ pro-

blem. Kuhn et al. [21] take a more realistic approach to

clustering in ad hoc networks. They consider a multi-hop

radio network without collision detection, where nodes

wake up asynchronously, and do not have access to a global
clock. For this rather harsh model, they show that a O(1)-

approximative dominating set can be computed within

polylogðn̂Þ time, n̂ being an a-priori upper bound on the

number of nodes in the system.

Open Problem. Though there is some early under-

standing about the static version of the problem of clustering

using dominating sets, the question how to efficiently

maintain a clustering when the nodes are mobile, is still

wide open.
4. Geo-routing

Routing is of central importance in ad hoc networks.

With the notable exception of a link reversal [14] routing

algorithm analysis by Busch et al. [10], not many worst-case

results are known.

For a special case of routing known as geo-routing (a.k.a.

geographic, geometric, location-, or position-based rout-

ing), however, there have been quite a few worst-case

results. In geo-routing each node is informed about its own

as well as its neighbors’ positions. Additionally the source

of a message knows the position of the destination. The first

assumption becomes more and more realistic with the

advent of inexpensive and miniaturized positioning sys-

tems. It is also conceivable that approximate position

information could be attained by local computation and

message exchange with stationary devices [4,6] or com-

pletely autonomously [33,30]. In order to come up to the

second assumption, that is to provide the source of a

message with the destination position, a (peer-to-peer)

overlay network could be employed [3,39,1].4 For some

scenarios it can also be sufficient to reach any destination

currently located in a given area (‘geocasting’ [31]).

The first correct geo-routing algorithm was Face Routing

[20]. Face Routing routes messages along faces of planar

graphs and proceeds along the line connecting the

source and the destination. Besides guaranteeing to reach

the destination, it does so with O(n) messages, where n is

the number of network nodes. Face routing was later



Fig. 6. The GOAFRC algorithm starts from s in greedy mode. At node u

it reaches a local minimum, a node without any neighbors closer to t.

GOAFRC switches to face routing mode and begins to explore the

boundary of face F (in clockwise direction). At node v the algorithm hits the

bounding circle C (for details, please see [28,26]) and turns back to

continue the exploration of F’s boundary in the opposite direction. At node

w the algorithm decides that it made significant progress [26], falls back to

greedy mode, and continues to finally reach destination node t.
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combined with greedy routing to give better average-case

performance [7].

This is unsatisfactory since already a simple flooding

algorithm will reach the destination with O(n) messages.

Additionally it would be desirable to see the algorithm cost

depend on the distance between the source and the

destination. The first algorithm competitive with the shortest

path between the source and the destination was AFR [27].

It basically enhances Face Routing by the concept of a

bounding region restricting the searchable area. With a

lower bound argument AFR was shown to be asymptotically

optimal.

Despite its asymptotic optimality AFR is not practicable

due to its pure face routing concept. For practical purposes

there have been attempts to combine greedy approaches

(always send to the message to the neighbor closest to the

destination) and face routing; for example the GOAFR and

GOAFRC algorithms by Kuhn et al. [28,26], which are

variants of AFR and remain worst-case optimal (see Fig. 6).

On the other side, GOAFRC is currently also the best

geo-routing algorithm in the average-case. In this sense

GOAFRC is a success story for worst-case analysis, where

an algorithm derived from a worst-case algorithm is also the

best average-case algorithm.

Open Problem. Recently [33] proposed to use geo-

routing algorithms in complete absense of position infor-

mation. Instead, an algorithm assigns so-called ‘virtual

coordinates’ to the nodes; these virtual coordinates should

model the connectivity of the nodes as well as possible. In

particular, each node is assigned a coordinate in the plane,

such that nodes that are neighbors in the connectivity graph

have at most Euclidean distance 1 in the plane, and nodes

that are not neighbors in the connectivity graph have at least

distance 1. In other words, we would like to embed a given

unit disk graph in the plane. Unfortunately, it was shown

by Breu and Kirkpatrick [8] that this is impossible in
polynomial time. Recently, there was progress in under-

standing the problem better by the first non-trivial lower

bound [22], and also the first non-trivial approximation

algorithm for the problem [30]. However, the gap between

the upper and the lower bound is still glaring; we believe

that this is a most challenging open problem.
5. Conclusions

In this paper we have discussed several ‘worst-case’

algorithms for various classic problems in ad hoc and sensor

networking. Clearly, the selection of areas in this paper is

highly subjective. Besides topology control, clustering, and

geo-routing there are a dozen more research areas that are

currently in the focus of the community (e.g. positioning,

models, data gathering, multicast). Moreover the selection is

dreadfully skewed towards our own recent work.

However, there is not as much algorithmic work as one

might think. The vast majority of ad hoc and sensor network

research follows the heuristics/simulations approach: a

heuristic for solving a problem is proposed, and simulated

against other heuristics. Unfortunately, this approach does

rarely produce solid results, on which one can build, since

the quality of the heuristics depends on the parameters of the

simulation. We feel that with the field generally becoming

more mature, ‘average-case’ heuristics will make way for

‘worst-case’ algorithms.
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