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Abstract—The inherent trade-off between energy-efficiency sensors wake up for a few seconds, the water consumption
and rapidity of event dissemination is characteristic for wireless of each apartment is sent to a base station in multi-hop
sensor networks. Scarcity of energy renders it necessary for fashion, and all sensors go back to sleep for another 24

nodes to spend a large portion of their lifetime in an energy- h In th fi | oh h nsor network featur
efficient sleep mode during which they do neither receive nor ours. In the opératonal phase such a sensor network features

send messages. On the other hand, the longer nodes stay in slee@ gargantuan sleep/awake ratio, allowing even conventional
mode, the slower will be the reaction time for disseminating an batteries to last several years. In order to reach such a long
external event. The trade-off is prominently exhibited during the |ifetime the node’s duty cycle must be significantlys belti.

deployment phase of sensor networks, if some nodes are deployeq_|owever, the deployment of the sensor nodes might take days

earlier than others. In this paper, we study this fundamental ks. With ive depl t tocol h d
trade-off by giving a formal model that enables us to compare the or weeks. With a naive deployment protocol, say, when nodes

performance of different protocols and algorithms. Based on this Stay awake until the entire system is deployed, the battery of
model, we propose, analyze, and simulate two novel algorithms the node deployed first might be drained before the network
which significantly outperform existing solutions. even becomes operational. This highlights a problem that is
particularly pronounced in settings in which the node’s duty
cycle during the operational phase is small, but the deployment
Wireless sensor networks have been envisioned in a growjpigase takes long. Many other applications featuring such a
number of application fields. The prospect of aggregating seime-consuming deployment phase exist, e.g. vehicle tracking,
sor nodes into sophisticated computation and communicationmonitoring large-scale industrial processes.
infrastructures is bound to have a significant impact on aGenerally, once all sensor nodes are fully deployed, the
wide array of scientific, industrial, or military applicationsnetwork should make the transition from the deployment phase
One of the key characteristics of suskensor networkds to the operational phase as quickly as possible. In particu-
that individual sensor nodes have a limited, typically norar, we might like to externally trigger aetwork discovery
renewable power supply and, once deployed, must work unptecedure that allows verifying the operability of the newly
tended. In view of the scarcity of energy, an economical aniéployed network (e.g. detect faulty sensor nodes). Clearly,
frugal management of this resource is essential for prolongisgnple solutions to invoke such a system initialization would
network lifetime and availability. be to manually switch on all nodes once the deployment
The search for energy-efficient solutions has lead to nphase is completed, or to set a timer at the time of the
merous algorithms and protocols that strike for the goal abde’s deployment. Unfortunately, in many practical settings,
reducing the energy-consumption of an operational senswither of these hands-on solutions is practicable. First, nodes
network. There have been, for instance, various proposaisy be deployed in remote or hostile environment in which
for energy-efficient medium access control (MAC) protocolswitching on nodes manually after all nodes are deployed may
[22], [25], [31], [32], routing algorithms [1], [6], topology be impossible. Moreover, in application scenarios featuring
control and clustering [3], [10], [20], [30], [17], or dataa time-consuming deployment phase, predicting the exact
gathering/dissemination [7], [9], [27], [33]. This impressivaluration of the deployment process is usually hard, hence
body of work has lead to new insights and several intriguinglling out the possibility of employing a solution based on
solutions. Clearly, continuous research on tbigerational predefined timers.
phaseof wireless sensor networks is needed. In this paper,So how can the information about the beginning of the
we advocate studying also th@on-operational phasef a operational phase be distributed among the network nodes?
sensor network with the same zeal. Specifically, in marfypically, this information is supposed to lgoadcasted by
applications, a crucial loss of energy occurs alredéyore the nodesn a multi-hop way through the entire network such
the sensor network reaches its operational state, i.e., durthgt, eventually, every sensor node will know that the system
its deployment. is now ready to start its operational phase. Specifically, one or
Consider for instance a water (or power, gas, etc.) mseveral nodes (in typical sensor network applications, this is
tering network for an apartment complex. Each apartmemsually the base station) are triggered externally. These nodes
is equipped with a water metering sensor. At midnight, ahen try to inform their neighbors, who in turn inform their
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neighbors, and so forth. We call this externally triggered eveatsmall energy overhead only. This semi-structured approach
that sets off the information broadcast thanching point The is in contrast to, say, tree-based dissemination algorithms in
trade-off studied in this paper is about saving enealgying which during the deployment process, a lot of effort (and
deployment, yet quickly going into operational maaféer the hence, energy) is required to recognize and integrate new
launching point. nodes. We believe that constructisgmi-structuress an in-

Ideally, each node should remain in some kind of energteresting concept by itself, with potentially many applications
savingsleep moddor the entire duration of the deploymentbeyond the scope of this paper.
phase preceding the launching point. In sleep mode, nodes ddhe remainder of the paper is organized as follows. We
neither send data packets nor listen for incoming messagkedine our model of computation and the problem in Sections
[26]. The problem is however that individual nodes do ndt and lll, respectively. In Section IV we analyze the behavior
know the exact time of the launching point, or the duratioef the different algorithms. While this section derives funda-
of the deployment phase. As a consequence, in order to learental results that hold even morst-casescenarios, we in-
about the arrival of the launching point from neighbors, a nodestigate the algorithmsiverage-casefficiency in Section V
must periodically leave the sleep mode and listen for incominging simulations. Section VI gives an overview over related
messages. work, before Section VII concludes the paper.

This observation establishes a trade-off between the energy
consumption of nodes during the deployment phase and the S
rapidity of the transition to the operational phase. Neither of Our model of computation is based on thestructured
the two extremesalways asleemndalways awakeluring the radio network modehs mtroduc_:eq in [15]. This model aims
deployment, is satisfying; any decent protocol is in-betweefP capture the harsh characteristics of new!y deplpyed ad hoc

We believe that studying the trade-off delay vs. energﬁ‘ﬁd sensor networks. It encompasses various critical aspects
efficiency is practically important, even beyond the deploy2Uch @s asynchronous wake-up, absence of a MAC layer, and
ment problem. In particular, there are sensor networks thga’ce knowledge about the network graph. More specifically,
concentrate on discovering rare events, e.g. sensor netwdfi& Medel makes the following assumptions.
for seismic surveillance in earthquake and rubble zones, or During the deployment phase, sensor nodeke up
sensor networks monitoring enemy activity. The pronounced asynchronoushat any time. Moreover, they do not have
“event” character of such rare events leads to exactly the access to a global clock and hence, upon waking up,
deployment problem trade-off. Namely, since events occur they do not know whether or how many other nodes
rarely, sensor nodes should be in sleep mode as often as in their neighborhood have already been deployed. Once
possible to save energy. These energy savings, however, come the launching point is reached, we assume that all nodes
at the cost of a prolonged reaction time once a rare event have been deployed and therefore, no new nodes join the
occurs. Hence, this conflict between energy-efficiency and the network. In other words, after the launching point we
rapidity of information propagation is fundamental in sensor ~ consider a static network.
networks. « We also assume that nodes hame built-in knowl-

In this paper, we take a step towards understanding and ana- €dge about other node’s distribution or wake-up pat-
lyzing the trade-off between energy-efficiency and propagation €. Specifically, nodes are completely clueless about
delay, particularly during the deployment phase. We model the the number of nodes in their neighborhood. The only
problem in a way that allows to compare different protocols ~knowledge a-priori given to the nodes is an upper bound
and algorithms and evaluate their respective strengths and for the total number of nodes deployed in the network. It
weaknesses, independent of application specific parameters has been shown in [13] that without any such estimate of
such as node distribution or deployment pattern. Specifically, 7 €very algorithm requires at least tirfirn./ log n) until
we analyze the behavior of three different algorithms. The first One single message can be transmitted without collision.
algorithm [18] has originally been proposed for the purpose N practice, the number of nodes in a network may not
of neighbor discovery, but can be applied for the deployment P& known exactly, but it can roughly be estimated in
problem as well. In addition, we present two novel algorithms ~ advance.
that significantly outperform the algorithm by [18], for both < If @ node receives multiple messages at the same time,
worst-caseand average-case scenarios. It is interesting to note  these messages become garbled and cannot be received
that one of our algorithms is “semi-structured,” in the sense ~Properly. Moreover, nodes do not feature a reliadnéi-
that already deployed nodes structure themselves in a feeble Sion detection mechanisaiihat is, nodes are not capable
way that allows to incorporate newly deployed nodes with ~Of distinguishing the situation in which two or more

neighbors are sending and the situation in which no
10bviously, the problem could be elegantly solved using very low power neighbor is sending. Furthermore, a sending node does
“trigger” circuits, which operate continuously on small power budgets, and not know how many (if any at all) of its neighbors
wake up more power-hungry circuits only upon receipt of a suitable signal  hgye correctly received its transmission. The unreliable
from a neighboring node. Unfortunately, currently available standard hardware .. . . .
collision detection model is the strongest possible model

such as the Mica2 [11] wireless sensor nodes do not offer this functionality, ) ) ]
and we therefore do not consider this option in this paper. when analyzing wireless networks. Clearly, algorithms
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designed for a model as restricted as this can alaofair comparison between different algorithmic approaches,
be employed by systems that are equipped with mooair problem definition has to be general enough to account
sophisticated hardware. for these various possibilities.
o We model the multi-hop network as a unit disk graph The total energy consumption of a nodén a deployment
(UDG). In a UDGG = (V, E), with n = |V|, two nodes algorithm .4 can be divided into two parts, thaitialization
are connected by an edge if their Euclidean distance iseatergyand themaintenance energyfrhe initialization energy
mostl. The network being multi-hop leads to well-knowre;,,;;(v) is the total amount of energy used byto initially
aspects such as the hidden-terminal problem. join a desired structure (e.g., decide whether it is a clusterhead
o Finally, we assume that both the node’s location armat become a part of a tree). A node’s initialization energy
wake-up pattern is completely arbitrary, potentially eveaccrues only once, regardless of the length of the deployment
worst-case Particularly, we do not assume any kind ophase. In contrast, the maintenance enetgyv) denotes the
uniform node distribution or Markovian wake-up patterntotal amount of energy used by once it has been prop-

The various aspects of this model suggest that we dé&dly initialized. Specifically, the maintenance energy (v)
with a particularly harsh model of computation; a modegncompasses the node’s periodic wake-up necessary to learn
that captures many of the realistic characteristics of newdpout the launching point. I¢,,(v) is small, the node will
deployed sensor networks. We assume time to be divided ifig§iuire a long time before learning about #¥2, thus slowing
time-slots, the length of which are roughly the same at eagRwn the notification phase. Depending on the nature of the
node. In each time-slot a node can be in exactly one of tAtgorithm, e,,(v) may comprise additional aspects. Consider
three following modestransmit 7', listen L, or sleepS. In for instance an algorithm that is based on maintaining a tree-
sleep mode5, a nodes deactivates its radio subsystem in ordgfucture which allows for rapid event dissemination during
to save energy. That is, a node does not overhear the Shél"@j notification phase. In this case, already initialized nodes
medium in sleep mode and thus misses all messages senp@fjodically send messages in order to inform neighbors that
neighboring nodes. At the communication distances typical fRay have woken up in the meantime, thus enabling their
sensor networks, listening for information on the radio channi@tegration into the tree.
is of a cost similar to transmission of data [23]. Therefore, More formally, let7p and Ty be the length of the de-
the energy consumption(v) of a nodev corresponds to the ployment phase and notification phase, respectively. Further,
number of time-slots it spends in either transmit or listeh.(v) denotes the wake-up point of node The timew is
mode. Consequently, reducing merely the nodelsding time active before the launching point &v) = t(LP) — t,(v).
is not sufficient when designing energy efficient algorithm8ince we consider asynchronous wake-up with an imaginary
for sensor networks. Instead, tlistening timemust also be adversary determining each node’s wake-up point (and hence
minimized, however slowing down event dissemination. ~ ¢(v)), we must consider thewverage maintenance energy
am(v) = en(v)/L(v). This value describes the maintenance
Ill. PROBLEM STATEMENT energy used by a node for a single time-slot between its
Before the sensor network can start performing its intendedgke-up and theL P. Note thata,,(v) is independent of a
task, nodes must be deployed, a process that may take sewveode’st,,(v), £(v), or the time of the launching point, because
days or even weeks. We divide then-operational phasef «,,(v) considers only periodical maintenance costs, i.e., no
a sensor network into two parts, tlikeployment phasand initialization costs.
notification phaseas shown in Figure 1. In the deployment We still have to come up with a measure for the algorithm’s
phase, sensor nodes are physically positioned at their intendeergy efficiencyhat takes into account both the maintenance
locations. Once this is done for all sensor nodes, the notifind the initialization costs, but remains independent of the
cation phase is triggered, in which the aim is to inform alipecific wake-up pattern. For that, we define the energy
nodes about the system being up and running. The transitefficiency of an algorithmA with regard to a deployment
to this second phase is induced by an externally triggerptase of lengthl’p, denoted byFE(A,Tp), as theaverage
event that is received by at least one node in the netwosnergy of algorithmA per node and per time-slofThat is,
We call this moment when the first node becomes notifieth algorithm in which all nodes listen in every time-slot has
the launching point£P. During the notification phase, weenergy efficiency equal td, whereas the algorithm that lets
call a nodenotifiedif it has already received the natificationall nodes sleep all the time has energy efficieAcyVith this
message, andnaware otherwise. At the launching point, atdefinition, the measure of an algorithm’s energy efficiency
least 1 node is notified whereas at most— 1 nodes are does not depend on the particular wake-up pattern of a given
unaware. problem instance. Instead, it captures the characteristic of
During the deployment phase, an algorithm may build ahe algorithm itself, thus enabling a stringent and concise
initial structure which can help speeding up the notificatiocomparison between different approaches.
process later on. On the other hand, the building and main+ormally, the two main quality measures of a deployment
tenance (incorporating newly awakening nodes into a tresgorithm A are defined as follows.
for example) of such a structure requires the nodes to stayDefinition 1: Let A be a deployment algorithm and &},
awake longer and thus spend more energy. In order to enatdethe length of the deployment phase before the launching



Fig. 1. The deployment phase is of lendth, the notification phase is of lengthy .

point. Also, let f(n) be a minimal function such that within [24] for the study of slotted vs. unslotted ALOHA. In
probability at leastl — 1/n, it holds thatTx < f(n). [24], it is shown that the realistic unslotted case and the
The algorithm’s energy and time efficienc¥;(A,Tp) and idealized slotted case differ only by a factor of two. The basic

T(A,Tp), are defined as intuition is that a single packet can only cause interference
1 in two consecutive time-slots. By the same token, analyzing
E(A,Tp) = T Z (€init(v) + Tp - am(v)), the algorithms in an "ideal” setting with synchronized time-
n4iD oy slots, we obtain a result which is only a factor two better as
T(A,Tp) = f(n). compared to the more realistic unslotted setting.

Throughout the paper, we will denote ky, the set of
neighbors of nodey, i.e., N, = {u € V | {u,v} € E}.
Finally, we will make use of the following two facts. The
Kst can be found in standard mathematical textbooks and the

Note that the definition off(.A, Tp) corresponds to the intu-
itive notion of energy efficiencgiven above. Particularly, the
termsTp -a,, (v) ande;,;: (v) describe a node’s maintenance
and initialization energy during a deployment phase of Ieng{ :
Tp, respectively. Adding up these values over all nodes aﬁacond was proven in [13].
dividing by -, the number of nodes and time-slots leads to Fact 1: For all n,#, with n > 1 and It <n,
the energy efficiency (A, Tp). As for the second measure, 2 A\
an algorithm has time efficiencf(n) (for instancen?) if with et (1 - ) < <1 ) < €
high probability, all nodes are notifief{n) time-slots after the n
launching point. Fact 2: Given a set of probabilitieg; - - - p,, with Vi : p; €
Definition 1 allows us to compare deployment algorithm®: 3], the following inequalities hold:
A andA; in two ways. First, we can fix the notification time 1\ T P n I\ i P
f(n) and compare both algorithm’s energy requirements. That <) < H(1 —p) < (> )
is, we demand two algorithms to finish the notification period €
within the same amount of time. We then compare which | ]
algorithm requires more energy during the deployment phae Birthday Algorithm
in order to ensure that all nodes are notified witlfim), i.e., The birthday algorithmAy;,., proposed in [18] is con-
Txn < f(n). Alternatively, we can fix the energy consumptiorceptually simple. During the deployment phase, before being
E(A,,Tp) and E(A2,Tp), respectively, of both algorithms notified, a node» listens in each time-slot with probabilify;,
and then compare the resulting length of the notificaticand sleeps with probability — p;,. Oncewv has learned about
phase. Clearly, both comparison methodologies are two sidbe launching point in the notification phase, it sends with
of the same coin; they both describe the inherent trade-gifobability p7 which is set tol /n and listens with probability
between energy efficiency and the rapidity of informatiop,. The choice of the sending probability is motivated by the
dissemination. goal to avoid interference in the case when several already
notified nodes try to send a message to a common neighbor.
IV. ALGORITHMS Clearly, the broad idea of the algorithm is to let nodes sleep
In this section, we analyze three different algorithms undes long as possible. That is, we want to chopseas small as
our model and derive their respective strengths and wealessible while still guaranteeing a speedy notification phase.
nesses. We begin our exposition by analyzing the so-calledA4;;,:, has been designed and analyzed for neighborhood
birthday algorithmproposed in [18] which can be employedliscovery, i.e., not for the deployment problem as considered
as a algorithm for the deployment of sensor networks. In this paper. In this section, we will analyze the birthday
subsequent Sections IV-B and IV-C, we propose two novalgorithm’s performance in the context of the problem of
algorithms that significantly outperform [18]. sensor network deployment. Specifically, we analyze the trade-
For the analysis of the algorithms we assume time to be @#f exhibited by.4;;,+;, in accordance to the definitions given
vided into synchronized time-slots. However, notice that nome Section IlI.
of the algorithms relies on this assumption. This simplification Let f(n) be the time in which we require the notification
of the analysis is justified due to the standard trick introduceulocedure to finish with high probability, that is, |¢n) be a

k=1



function such thafly (Api-en) < f(n) with high probability. | Algorithm A,;,;

Given this constraint, we want to optimize the algorithn's

- . . . on wake-up do:
energy efficiency. The achievable trade-off is expressed in tﬁ% listen with probabilityp, otherwise sleep
following theorem.

) ) upon notification do:
Theorem 1:Let f(n) be a function such that thigirthday | . oy ; .— Mogn] +1to1 by —1 do

algorithm Ay, has time efficiencyl’(Apirin, Tn) < f(n). 3 pro=1/2
For arbitraryTp, Api-en'S €nergy efficiency is 4 for ¢Wognl+l) e slotsdo
n? 5: send message with probabili
E(Apiren, Tp) € © (f(n)) 6: end for ° P .

Proof: The birthday algorithm does not require any 7: end for
initialization and thereforeg;,;;(v) = 0, for all v € V.
The average maintenance energy for each node corresponds
directly to the listening probability, i.eq,,(v) = pr. Hence, Keep in mind that for the birthday algorithm, the notification

the algorithm’s energy efficiency is phaseTy must be at least of lengtif2(n?) in order to
1 guarantee a feasible solution. In the following two sections,
E(Ayiren, Tp) = > (T = i i i i
(Abirtn, Tp) = n-Tp UEV( DPL) = PL- we will propose algorithms featuring strictly better trade-offs.

Consider the network grap&', = (V, E}) consisting of B. Uniform Algorithm

nodesvy, .. ., v, positioned in aline, i.ex; is a neighbor ot; In a way, the second algorithd,,,,; shares the philosophy
iff j =i+1andl < j < n. Recall that the nodes themselve®f the birthday algorithm, having in common that there are no
have no knowledge about the topology of the network. Finallipitialization costs and all nodes perform the same procedure
let vy be the node which is externally triggered at the launchingniformly. Specifically, algorithmA,,,,; has one input param-
point. eter, the listening probability, ; ¢ is a constant to be defined
By the construction ofy;, the information about the arrival later.
of the launching point has to traverse the entire network in aThe main improvement is a simple idea originally stem-
hop-by-hop fashion. We call a time-slosuccessfuylif there is  ming from the literature on broadcast in radio networks [2].
a notified nodey; that sends irt and its unaware neighboringWhen trying to inform an unaware node, notified nodes will
nodev, ,; listens at the same time. Informally, the notificatioexponentially increase their sending probability thus reducing
information is passed on by one hop in each successful tiniee average waiting time. Notice that the number of time-
slot. slots per sending probability is inversely proportional to the
The probability P,,. that a time-slott is successful is unaware node’s listening probabilify,. In comparison with
P... = pr - pr. In order to pass the notification througrhe birthday algorithmAy,,.;, analyzed in Section IV-AA,,,,;
the entire chain, a minimum af — 1 successful time-slots exhibits a strictly better performance trade-off as stated in
are required. In total, the algorithm is allowed to ug@) Theorem 2.
time-slots and the broadcast has to succeed with probabilityTheorem 2:Let f(n) be a function such that theniform

at leastl — 1/n. Given these constraints, we want to minimizgigorithm A.,,; has time efficiencyl’(Auni, Tn) < f(n). For

pr thus optimizingE (Apirn, Tp). I expectation, the number arbitrary 7', A,.;’s energy efficiency is at most
of successful rounds i, pr f(n). Since we want at least—1

2
successes, it follows that E(Auni Tp) € O (nl(zg)n)
prf(n) el = c n? f(n
n B L f(n) /)" Proof: Like Ap;rin, Aun: does not require any initial-

Finally, we show that for a large enough constanp;, — ization and all nodes are treated uniformly. Therefore, by the

en?/ f(n) is enough to obtain the high probability argumentdme argument as in Section IV-£(Aun;, Tp) = pr.

Let X be the number of successful rounds. The expected valu e define t2he listening probability, to be pp =
of X is yu = pr.f(n)/n. We bound the probability of having en([logn] + 1)/ f(n). We seek to show that for a constant

less thanu — 1 successful rounds using Chernoff Bounds a$ > 12, the probability of the notification message advancing
at leastone hopin time O(f(n)/n) is at leastl —n~2. Since

PlX<n-1] = P [X< (1 N (1 _n(n— 1))) po(”)} the diameter of the network is at mostthe theorem follows
prf(n) n from (1 —n=2)">e /" >1-n"L
- e,pszn(m (1*?;27}?3)2 — o (1-2) Let Z, . denote the event of node hearing a notification
o message in time-slot. Consider an unaware node € V
which is smaller thanl/n for a suitably large constant. and lett, be the first time-slot in which at least one node in
Notice that settingpy, to a value strictly smaller, i.ep;, € v's neighborhoodV,, is notified. Starting from this round, the
o(n?/f(n)) renders the exponent positive thus not yieldingum of sending probabilitiey ", v pr(w) increases. Let*
the desired result. [0 be the last time-slot in which the sum of sending probabilities




is smaller thanl/2. Notice that it takes at most" — t( <
([logn] +1) - % time-slots untilt* is reached.

Now, consider the time interval = [t* + 1,...,t" +
M] During this interval, notified nodes can at mo
double theirpr and new nodes will send with the initial
sending probabilitypr = n. At the end of this interval, the
sum of sending probabilities is therefore at most

1 3
Z pr(w) + Z < 5.

wEN, wWE N,

<

@)

w\»—‘

Therefore, in each time-slot € 7, the sum of sending
probabilities is at least/2 and at mos8/2. The probability

Algorithm A.;,,: Code for non-leadeu

upon wake-up do:

1: perform MIS algorithm of lengtl® (1 +log® n) — decide]
5t on leaders(u), receive wake-up point;

2: loop

3:  sleep until next wake-up point;

4. for nlogn time-slots listen for notification message

M,

5  rg:=r3+1

6: end loop

upon notification do:

7: loop

8: upon receivingM,(rz2), wait until ro S1
ofe: for i:= [logn|+1to 1 by —1 do

10: for (v+n)([logn]+1) time-slotsdo

11: send message with probability

pr=1/2° Sa

12: upon receivingM,., quit for-loops

13: end for

14:  end for

15: end loop

P[Z,,] thatv receives the notification message from one
its neighbors is
PlZ,) = pr Y, |prw)- [] 0 -pr(a)
weEN, qeEN,
qFw
= pL Z pr(w) - H (1 —pr(q))
wEN, qeN,
1 Z(IGNv pT(Q)
> w) - | —
BN NIRRE)
3oL (N e
2 4 6

For large enough functiong(n) and p;, = cn([logn] +

1)2/f(n), the probability that none of th ‘(“‘)i;”“) time-
slotst € 7 is successful is at most

e([log n]+1)
N Py,
P[thIZU’t] S ].
f(n)([logn]+1)
1 logn +1) ) n([log n]+1)2
< 675 [10gn]+1) < n 2.
Fact 1

Therefore, with probability exceedirig-»~2, the notification
message is passed on at least by one hop in time

ef(n)([logn] +1) _

f(n)
en(flogn] + 1)2 '

£ty < ([logn] +1)- -

Consequently, by the argument given at the beginning of tns

proof, the notification message reacheswﬁodes within time
f(n) with probability at leastl — = O

C. Cluster Algorithm

Finally, our last algorithm is based on a different paradigm
than the two previous ones. Instead of treating all nodes
identically (uniformly), it forms asemi-structurehat renders
the notification of nodes during the notification phase quicker.
On the other hand, installing and maintaining this structure
requires additional energy during the deployment phase. Con-
trary to the first two algorithms, the cluster algorithay.;,
has non-zero initialization costs,,;;(v) and unequal energy
requirements between different nodes. Therefotg,, uses
the full potential of Definition 1.

The design ofA., aims to mend the main dissipation
of energy of the two previous algorithms, the lack of syn-
chronization. If neighboring nodes had synchronized wake-
up points, the notification phase would take significantly less
time. Consequently, when demanding the same notification
efficiency T, the nodes could sleep longer, thus saving
energy during the deployment phase. The problem is that
synchronization between neighboring nodes incurs additional
set-up and maintenance costs and the question is whether these
additional costs will equiponderate the gains stemming from
the above mentioned notification speed-up.

Our approach is based on grouping neighboring nodes into
synchronized clusters. Within such a cluster, nodes wake-
at the same time. In particular, the algorithm constructs
a clustering based on amaximal independent setf the
underlying network graptG = (V, E). An independent set

The trade-off obtained by,,,; is strictly better than the one S of GG is a subset ol such thatvu,v € S, (u,v) ¢ E. S is
obtained by the birthday algorithm in Section IV-A. Moreovera maximal independent séMIS) if any nodewv not in S has
in the casep;, = 1, the algorithm allows a feasible solutiona neighbor inS. In our particular case, we do not consider

for functionsf(n) € Q(nlog”n) as opposed tg(n) € Q(n?)

for the birthday algorithm.

a MIS on the original grapl, but we consider a MIS of
the graphG’ in which two nodes are adjacent if their mutual



distance is at most/2. This corresponds to each node settinglgorithm A.,,: Code for leadew
its transmission range to/2. )

Constructing a MIS efficiently in an unstructured rad cl)Jp-OH wake-up do: . 9
network is a non-trivial task. Our clustering algorithm for the - Eerform IN”? algprrllthlm of ISengthO(W + log™n) —
deployment problem uses a MIS algorithm proposed in [19].2_ cﬁggsr?eer:r?deezrvg:}s c;z;er V)
It is important to note, however, that any other MIS algorithmgj R P — 19+ (v + 1) [log>n]
in the unstructured radio network model can instead be used Ircfo'pi rLoriogn, e i= T2 o (Y ) ios 1
without affecting the asymptotic energy efficiency of algorithm ™ . .

Ac.. We now introduce an adaptation of this algorithm to a5' sleep or seqd with probability .
level of detail necessary to understand our results. logn/W until next wake-up point,
. . . 6: for nlogn time-slots send\,(r2)

Each node starts executing the algorithm upon waking up. with probability pasrs € O(1) }51

Nodes that are located in a region which is already covered P YPais

by an existing MIS node (leader) will learn about their being - ©" (7 +n)([logn] + 1)* —n([logn])
covered during an initial waiting period of lengi. If this Flme—slots I|_sten forM,

is not the casey will decide whether it joins the MIS or not 8 if M, receivedthen . . S
during the second phase of leng#flogn) time-slots. Hence, o sendMT. for nlogn time-slots with

in total, every node needs to be awake 6t + O(log”n) probability pa s

time-slots before deciding on whether it becomes a leadef & end if .

not. Subsequently, for the entire duration of the deploymarl{lt _sleep_gntllrg

phase, leaders have to transmit with a sending probability of if noified ther_1

©(logn/W) in order to inform newly awakening nodes qf ¥ for nlogn time-slots send\1.,

their being covered. This prevents nodes that wake up later with probability pszs S3
from invalidating the MIS condition. Non-leader nodes do noﬁf entc)jeicf:ome non-leader

have any duties and can sleep arbitrarily long. 4(et) denote
the leader of node and if u € S let S(u) refer to the set of
nodes having: as their leader, i.e$(u) = {vju = s(v)} for
allu e sS.

We incorporate a slightly stronger version of the result
[19] into our algorithm.A,;,,. Particularly, we require that the
set S is connected if we consider all two-hop paths Gh
Note that this condition is automatically fulfilled if the networkS(v) during this step. Note that this is the only time-interval
density is reasonably high (for instance, if there is at leagtiring which an unaware non-leader node must be awake.
one node in every disk of radius/4 in the convex hull of Summarizing, the actions during the rendezvous window are
the nodes). Ind.;,, each leadew € S coordinates the nodesdesigned as to guarantee that a notification message in the
in S(v) and is responsible for their synchronized waking umeighborhood of a leader is, first, passed t@, and second,
Specifically, a leader decides on the timing of thendezvous passed fromv to all nodes inS(v). After the rendezvous
windowsfor its cluster; a time window during which the nodesvindow, a notified leader becomes a non-leader node in order
w € S(v) are simultaneously awake. Every nodec S(v) to help informing other leaders located in its neighborhood.
learns the timing of these rendezvous windows from its leadeinally, notice that all transmissions during a rendezvous are
v. The idea is that once a leader is notified, it can notify aflerformed using the full transmission range. In the following,
nodes in its cluster at almost the same time. we give a more precise description of algorithdy;, as

Each rendezvous takes place in three steps as showrp@iformed by leaders and non-leaders, in whicandr are
Figure 2. In theproclamation stepS;, leaderv announces suitably large constants.
the rendezvous interval to neighboring nodes whichndo Consider a rendezvous window of leagetn theproclama-
belong toS(v). The reason is that once a node is notified, fton stepS;, v sends an announcement messadg(r2) con-
remains listening on the channel. Such a node must be abldaiming the starting time of the second step of the rendezvous
notify neighboring leaders, even if it is in a different clustewith a constant probability,;;s € ©(1). Let u be a notified
itself (otherwise, the notification message would not broadcaside with (u,v) € E andu ¢ S(v). Notified nodes remain
through the network). In other words, the proclamation stdistening in order to eavesdrop an announcement message
is intended for announcing the notification across clustef neighboring leaders. If node receives such a message
boundaries. The conveyance of the notification message in th&,(r2) from v, it tries to notify v during the subsequent
opposite direction is the aim of the second step, ldazler- leader-notification stedn the analysis, we will show that with
notification stepS,. In this step, already notified nodes try tchigh probabilityeverynotified node inv’s neighborhood will
notify a neighboring unaware leader. receive M, (rz) from v.

Finally, the rendezvous is concluded by ttification step  In theleader-natification steg, all notified neighbors of,
Ss. A notified leader attempts to notify all unaware nodes intry to send a notification messagé,, to v. Notice that if there

16: 1ri:=r+1

17 ro:=r711 +nflogn]

18:  13:=1o + (v +7)[log’n]
ir1]9:endloop
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are no notified neighbors of, nothing happens during the Lemma 4:Letv be a leader and consider a time interyal
leader-notification stepThe procedure of informing a leaderof lengthn log n during whichv sends with probability ;.
follows along the lines of the uniform algorithm presentetdnder the condition that Invariant 1 holds, all nodes S(v)

in Section IV-B. Starting with probabilityZLn, notified nodes receive the message durigg with probability 1 — n=3.
exponentially increase their sending probability to speed up proof: Let N2 denote the set of nodes which are in
the notification. In order to prevent too much “noise” (i.e., t0@istance at mose of v. We call a time-slot successful if
many nodes sending with high probability at the same time).sends, but no other node M2 sends. In a successful time-slot,
starts sending a reception message with probabilityprrrs gl nodes in, receive the message fromwithout collision.

as s0on as it has received,,. In the analysis, we show thatthe probability Py..(t) that a single time-slot is successful
the O(log” n) time-slots are sufficient to perform these taskg st |east

with high enough probability.
Finally, unaware nodes ir5(v) are only awake in the Peuc(t) > pars- [[ (1—pu(t))

notification stepS; starting fromrs. They are listening during weN?

these time-slots, waiting for a possible notification message w#v

M,, from a potentially notifiec. > purs- (L—purs)® ' [ (1—pu(®)
Analysis: In the following, we will sometimes omit tm 3 weN2\S

calculating the exact values of the various constants involved 1\ Zwenz\s Pul(t)

for the sake of clarity and due to lack of space. Instead, we > purs - (1—purs)? (4)

focus our attention on portraying the main ideas and concepts Fact 2 o

of our algorithm and proofs. Exact constants can be derived > pars - (1 —pars)? ! (1> €0(1).

by a more rigorous analysis in a straightforward way. 4

We begin with a simple geometric lemma, saying that thghere the last inequality follows from Lemma 3 and Invariant
number of leaders (and corresponding clusters) in any disk pfyhich holds by assumption. Finally, the probability, that
radius1 is bounded by a constant. none of thenlogn time-slots is successful is bounded by

Lemma 3:Let v be an arbitrary node. L& := {s(u) | u €

logn
Ny} be the set of all leaders that lead at least one nodésin =~ p = < (1 — prrs(l — parrs)? <1)W)n ’
neighborhood. It holds thdt)| < ¢ for a constantp. 4
Proof: The proof follows from a simple area argument. < 1
There cannot be more than a constant number of disks of 2n?
radius 1/4 packed into a disk of radiu$ such that no two for a suitably large constant ]
disks overlap. O Unfortunately, Lemma 4 holds only conditionally; based

In the following, letp, (¢) be the sending probability of nodeon the assumption that Invariant 1 holds. In the following,
v in time-slott. Further,®,(¢) denotes the sum of the sendingve prove this invariant by placing an upper bound ®x(t)
probabilities of neighbors of that are not leaders, formally that holds throughout the execution of the algorithm with high

probability.
D,(t) = Z Pu(t). Lemma 5: With probability 1 — »~2, it holds for all* and
uEN,\S for all leadersv € S that @,(t) < x, wherex < 37"9 is a

In the next lemma, we show that given an upper bound (():ﬁ)nstant, .e., Invariant 1 holds.

®,(t), nlog n time-slots are sufficient to let a leader inform all ~ Proof: At the beginning of the notification phase, Invari-

its neighbors. Because of cyclic dependencies, it is conveni@hit 1 clearly holds. For the sake of contradiction, assume that

to formulate this upper bound cmv(t) as an invariant. leaderv is the first to violate the invariant. Further, notice that
. . : . ®, can only increase if some of its neighboring non-leader
Invariant 1: Let ¢ be an arbitrary time-slot. For all IeadersnOoles are in théeader-notification stegs,. The idea is that
v € S, it holds that®,(t) < x, for a constanty < £. 2

as soon as receives the notification message, it starts sending



a reception messaget,.. We will show that the nodes iV, be notified in the following leader-notification stefz. And
receive this message and stop sending. This predenfsom finally, a notified leader will inform all its neighborsu € N,
increasing too much. in the notification-stefds following v’s notification.

We define time-slotg; for a leaderv, such that®, (%) <
1/2 and @, (¢ +1) > 1/2. By the same argument as in th
proof of Theorem 2 (cf. Inequality (1)), we can boudd(t: +
(v + n)([logn] + 1)) < 3/2. That is, for all time-slotg in
the interval 7 = [t} + 1,...,t5 + (v + n)([logn] + 1)], it
holds thatl /2 < @, (t) < 3/2. The probabilityPs,.(t) thatv
receives a message without collision in an arbitrary time sl
t € J is at least

Proof: The stepsS; and S; follow directly from
S emma 4, Corollary 6, and the fact that there are at most
leaders, each of which is notified at most once. By Lemma 4,
every attempt of sending &1, message is successful with
probability 1 — n~3. Each of then nodes needs to send at
rqostn messages\1,, during the notification phase. The proof
0 ! .
IS concluded because the set of leaders is connected if we

consider all two-hop paths i6. O
Pac(t) > ] (1=pu(®) Of particular interest is the energy efficiency and its compar-
weSNN, ison to the two previous algorithms. Let < n be the number
of leader nodes in the network and letdenote the energy
_ B efficiency E(A.., Tp). Clearly, the ratiom/n depends on
2 |pe® 1] G =pel®) the densityof th k. The following th if
WeNAS NS e densityof the network. The following theorem quantifies
qAw the achieved trade-off.
> (1= parzs)? - ®u(t) (1>q)’“’(t) Theorem 8:Let f(n) be a function such that algorithm
= bt 4 Aeu has time efficiencyl' (A, Tp) < f(n). Let m be the
3 /1\%2 (1 - parrs)? number ofleaderschosen byA.,. For a givenTp, A..'s
> (1—purs)? - 5 <4) 6 energy efficiencyt = E(A.w,Tp) is bounded by
We continue the proof by showing that with high probability, F(n) ) )
the firsty([logn] + 1) time-slots of 7 suffice such thaw e (ﬁlogn +log™n n nlogn n mlog n)
receivesM,,. Specifically, the probability?,, that none of Tp f(n) f(n)
these time-slots is successful is
(1 - parrs)? v([logn+1) Proof: The choice ofI’s length determines the trade-
P, < (1 - 6) , (2) off between energy-efficiency and the speed of notification.

We have to choosd such that with high probability, the
which again can be made,, < n—3/2 for large enough con- notification broadcast is finished within timg(n). We do
stantsy. Once, node receivesM,,, it will try to acknowledge so by settingl to a value guaranteeing that the notification
by sendingM,.. Notice that there are at leagt[logn] + 1) proceeds at least one hop in tirfig:) /n with high probability.
time-slots in7 left during which1/2 < ®,(t) < 3/2. By the That is, we sefl := [f(n)/n].

assumption that is thefirst leader to violate Invariant 1, we  ynon waking up, each node has initialization costs
know that until the end of7, Invariant 1 and consequently,. () ¢ O(W + log?n). For the maintenance costs during
Lemma 4 hold. That is, with probability at least-n"", the - {he deployment phase, we distinguish between leaders and
message\, will be received by all nodes iV, within the o jeader nodes. Non-leaders are awake for the duration of
n([logn] +1) time-slots. Hence, the probability thatis the 1,5, during each rendezvous interval of lengih Thus,

first node to violate Invariant 1 is bounded By n=3/2 for for non-leadersa(v) = n[logn]/I. Leaders must be awake
suitably large constants ands). Because there are at most |onger in each rendezvous interval, namelylog n + (v -+
leaders in the network and every leader needs to be notified1,01,] + 1)2 € O(log?n) time-slots. Additionally, leaders

only once, the Lemma holds with probability—n"2. 0 paeq to send with probabilityvg n/WW in each time-slot.
The following Corollary is implicit in the proof of Lemma 5 .
Therefore, for appropriate constants 6 > v + n, andn

f, | lity (2)). . .
(cf, Inequality (2)) ) .. the energy efficiency (A, Tp) of A, is at most
Corollary 6: Consider a leader and the leader-notification

stepS; of a notification window. If there exists a notified node

in N, \ S, v will be notified at the end ob. 1 )
& = — Z o (W + log n)
Thanks to Lemma 5, we can now apply Lemma 4 throughout nTp <
the algorithm with high probability. Ve 9
. . ) logn  dlog™n
Theorem 7:With probability at least —1/n, the algorithm + Tp Z W + 7
works as demanded, that is, each leadesuccessfully an- vES
nounces to all its neighbors about the proclamation step Trnloen
for the entire duration of the notification phase. Furthermore, + ) <a(W +log®n) + Dng)
as soon as there exists a notified non-leadefNjn v will veV\S 1



Settingl = [f(n)/n] andW = I/logn, we obtain | ﬁgbf:ihr[qé? Energy Eﬁ'g?T)CyE(A’TD )|
a(W +1log?n) m [logn  dlog’n Auni oksr)
& = TD+n( W ) Actu o(lgn 4 mlogr)
n—m nlogn TABLE |
n I A COMPARISON OF THE ENERGY EFFICIENCY OF THE THREE ALGORITHMS

FOR A FIXEDT(A,Tp) = f(n) € ©(n?) AND LARGE ENOUGHTp.

f(n) 2
«@ (nlogn + 10g n) + ﬁ (6 —+ l)nloggn

<
Tp n f(n)
n—m mnnlogn
n f(n) the network densityand the resulting number of leaders, the
f(n) 2 asymptotic energy efficiency ofl.;,, is either better or equal
+ log“n 2 - g =
e O ("IOg” 8 + mlog™n + nlOgn> than that of A,,;. Intuitively, high network densities render
Tp f(n) f(n) the number of leaders: small relative ton and hence A,

7 is more efficient than4,,,,;. That is, the higher the network
Observe that the first asymptotic term of Theorem 8 contaiﬂgnSity’.the more worthwhile it becp mes to invest initial energy
Tp in the denominator. This highlights the notion that th8" obtaining a cluster-based semi-structure.
amount of energy spent on initializing a structure weighs more
or less heavily, depending on the respective length of the
deployment phase. Specifically, this term can be neglected ifin this section we evaluate the performance of the three
the deployment phase is long. As for the two remaining term@gorithms proposed in Section IV on average-case Euclidean

they express the energy efficiency of leaders and non-lead&f@phs, that is on graphs with randomly placed nodes. In

V. SIMULATIONS

respectively. particular networks were constructed by placing nodes ran-
_ _ domly and uniformly on a square field of size 10 by 10
D. Discussion units and subsequently computing for each node set the Unit

In this section, we discuss the results obtained in Theorefaisk Graph—defined such that an edge exists if and only if
1, 2, and 8. These theorems yield a concise comparisiéh Euclidean length is at most one unit. The resulting Unit
between the three algorithms analyzed in this paper. Disk Graphs were then employed as input networks for the

For the comparison, we demand all three algorithms to finighgorithms under consideration.
their notification phase within a fixed amount of tinfén) € The two newly introduced algorithmd,,,,; and A.;,, make
©(n?), f(n) being the same for all algorithms. This allowsise of several parameters. In Section IV, an exact value for
us to compare the energy efficiengy(.A, Tp) each algorithm the parametee of A,,; is given whereas minute bounds for
is required to invest in order to ensure that the notificatidhe parameters ofd.;, are omitted for the sake of clarity.
is finished within timef(n). As mentioned in Section IIl, we However, it is important to notice that Section IV considers a
obtain the same results when asking the question the other wegyst-case scenario while we assume average-case networks
around, i.e., when fixing the algorithm’s energy efficiency an@ this section. Hence, we can presumably set the parameters
comparing the resulting time efficienc¥y(A,Tp) = f(n). for the two algorithms to lower values than determined in the
Table | shows the results derived from Theorems 1, 2, andpg&vious section.
under the assumption that the length of the deployment phasé&igure 3 shows the mean percentage of notified nodes if
Tp is long enough compared tf(n)?. algorithm A,,,,; is executed on networks with density 5, and

First, we emphasize that bot4., and A,,; significantly density 20 respectively, against the parameteanging from
outperform Ay;,..,, regardless of the network density or0Q to 5 and various input parametgrs. The network density
generally, the ratio between leaders vs. non-leaders. Itigsthereby defined as the number of nodes per unit square
interesting to study the relative strengths.éf;, and A,,;. throughout the rest of this section. Figure 3 leads to the
Asymptotically, the trade-off achieved b4, is strictly better important observation that we can lower the parameteith
than A.,.; if m € o(n), that is, if less than a constant fractiordecreasing listening probabiliy;, on condition that all nodes
of the nodes are leaders. If, for instanee,c O(n/logn), are notified after the termination ofl,,;. Furthermore, as
the resulting asymptotic energy-efficiency B A...,,Tp) € apparent in Figure 3(a) and 3(b), the parametes quite
O(nlogn/f(n)), which is better thand,,; by a O(logn) independent of the network density and can thus be chosen
factor. In case the number of leaders is a constant fractione{clusively dependent on the input parametgrof A.,.,;. As
n, the asymptotic energy efficiency@n log?n/ f(n)), which a consequence, we define the parametes follows. If the
equals the trade-off achieved b¥,,;. Hence, depending on listening probabilityp; of algorithm A,,,; is above 0.75 we

setc = 3. If p;, is between 0.5 and 0.75is set to 2 and
2Note thatf(n) € ©(n?) is the smallest value fof (n) so thatAp; ¢ iS¢ = 1 if pr is less thar).5.
capable of finishing its notification phase withji{n) in arbitrary networks. .
Similar results as shown in Table | can be obtained for higher valuggrof Contrary to A,,;, algorithm A, has more than one

in a straightforward way. parameter, namelyy, n, and p;;s, which leads to multi-
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Fig. 3. Percentage of notified nodes for a giveaf algorithm A,,,,;. Auni 0 Bl : .
is thereby simulated witlp;, = 1 (solid), 0.5 (dashed), 0.1 (dotted), and 0.01 0.001 001 01
(dash-dotted) at network densities 5 (a) and 20 (b). Energy efficiency
1600 4
1400 +
dimensional optimization. By starting with relatively high val- )
. . .. . 1200 +
ues for these parameters and reducing them individually until b
full notification could not be guaranteed with high probability § 1000 4
we determined the following values for n, andpysrs: v = 5, (€ & =
n =15, andpMIS =0.2. g 500 |
Using the above determined parameters, the respective per- g
formance of the three algorithms of Section IV was evaluated 5
by simulating their corresponding notification phase for dif- 200 1 .
ferent node densities and given a particular energy efficiency. 0 il

The node nearest to the top-left corner was notified by an 0.001 0oL o !

externally triggered event at the outset of the simulation, i.e., at Energy efficiency

.the launching point. N(_Jt'ce that algolrlthminh, as des.Crlbed Fig. 4. Mean values of the number of time-slots required to notify a network

in [18], does not terminate after a fixed number of time-slotgven a particular energy efficiency. The algorithods,;,.¢, (solid), Ay

once a node is notified. We therefore executkg.,;, without (d%tted), andA,;, (dashed) are simulated at network densities 5 (a), 15 (b),
. . . . 4 . and 30 (c).

termination criterion and stopped the simulation series once ©

all node were notified. On the other hand we assumed the

deployment phase to be much longer than the notification

phase. As a consequence we did not consider the initializatign15, A.;, and A.,,; need approximately the same number
energy of a node since the maintenance energy becomesdhéime-slots to notify all nodes (cf. Figure 4(b)). That is,
dominant factor of energy consumption. in comparison to the simulations at network density/;,

We found that the two newly proposed algorithmds,,,; is now able to notify the nodes faster with the same energy
and A, outperform algorithmA,,.., hot only in the worst- efficiency. This is due to the fact that with increasing density
case consideration as described in Section IV but also tie ratio between leaders and non-leadersdjp, decreases
average case networks (cf. Figure 4). Figure 4(a) depicts #wed non-leaders spend less energy during the deployment
performance of the algorithms on networks with density Bphase than nodes in algorithd,,,;. This is exactly the
Algorithm A,,,,; is able to notify all nodes more than twicesame behavior that we analytically derived in Theorem 8.
as fast thand,,..;, with high probability..A.;, lies roughly in Considering network density 30, Figure 4(c) shows that the
the middle of the other two. If we consider a network densitiyde has turned in favor afd.;,, which now outperforms the



n A, are also efficient in average-case scenarios. Moreover the
2 1 ,\// simulations, in particular Figure 5, give a clear indication as to
- when the concept of clustering or the usage of semi-structures
E 2 is worthwhile in the deployment process.

g 2

(@ gw N \ VI. RELATED WORK

s ° S~ - ‘ To the best of our knowledge, the only previous paper to

R R Treeen explicitly address the problem of saving enerdyring the

S 4 deployment of wireless ad hoc and sensor networks has been
21 [18]. McGlynn and Borbash [18] propose an energy-saving
o - - " " o method for performing adjacent neighbor discovery after the

Network density deployment of a network. Their algorithm is inspired by the
well known birthday paradox Using a similar idea to access

10 the shared medium, a node randomly schedules its periodic
0 wake-up in order to listen for incoming messages. The rest
“’cim \___\/ of the time the node powers down its radio subsystem to
£ 120 { reduce energy consumption. In Section IV-A, we have given
2.0\ a succinct analysis of the birthday algorithm’s performance in

(b) £ wl N the context of the deployment problem.
5 T~ In the literature on wireless sensor networks, various other
A R Neo ) problems in the context ofleploymenthave been studied.
3 - Most notably, several papers have investigated problems re-

20 lated to theplacementof nodes such that certain coverage

0 : : ‘ ‘ ‘ requirements be fulfilled. The deployment of mobile nodes

5 10 15 20 25 30
Network density

for coverage of a sensing field has been considered in [12],
[28], [34]. In [4], the problem of covering and exploring
Fig. 5. The number of time-slots required to notify all nodes for algorithrln unknown dynamic environment using a mobile robot is
Apiren (sOlid), Ayn; (dotted), and.A.;, (dashed) for different network gddressed. An algorithm for this problem is presented that
((jéz)r?smes. The energy efficiency of the algorithms is thereby 0.1 (a) and O't%lakes use of a deployed network of radio beacons which
assists the robot in coverage. Other work in this area associated
with the termdeploymentncludes the placement of a given
number of sensor nodes to reduce communication cost [14]
other two algorithms. or an optimal sensor placement for a given target distribution
This results confirm the assumption that algorithty,,; is  [21].
well suited for low network densities whild;, is dedicated  The model of computation used throughout this paper was
for dense networks. In order to investigate more closely th&troduced in the domain of thaitialization of wireless radio
critical network density wherel.;, starts to outperforri,.,,; networks, and in particular ad hoc and sensor networks. Early
we simulated the algorithms for a fixed energy efficienoyorks on radio networks can for example be found in [2], [13].
against increasing network densities ranging from 5 to 30 (®flost recently, fast algorithms for computing initial structures
Figure 5). What strikes from Figure 5 is that the performandeom scratch, based on which more sophisticated algorithm can
of algorithms Ay;+» and A.,; is more or less independentsubsequently be applied have been given in [15] and [19].
from the given network density. This is also shown in Figure 4
where the curves for both algorithmd,;,+;, and A.,,;, look VII. CONCLUSIONS
approximately the same in all three plots. In contrast, the The trade-off between energy-efficiency and the rapidity of
behavior of 4., is quite different. Since the network densityevent dissemination lies at the heart of wireless sensor network
has a direct impact on the ratio of leader to non-leader nodeesign. In this paper, we have analyzed this key trade-off in the
its performance is highly dependent on the network densiffhportant non-operational phase by formalizing the problem of
Figure 5(a) depicts the performance of the three algorithresnsor network deployment, thus allowing a stringent analysis
under the constraint of attaining an energy efficiency of 0.And comparison of different protocols.
If the network density exceeds 19, algorith#y;, needs less  Specifically, we have presented two algorithms, the first
time-slots thanA.,,.; to notify the entire network and shouldbeing entirely unstructured, the second using the idea of
thus be preferred. If we require the algorithms to attain energjustering. These algorithms can be regarded as archetypal
efficiency 0.01,4.,, outperformsA,,; already at density 15 representatives of amnstructuredand semi-structuredap-
(see Figure 5(b)). proach to the deployment problem, respectively. Interestingly,
These simulations complement the worst-case results desrently used standard MAC protocols such as B-MAC [22]
rived in Section IV, showing that our algorithm4,,;, and or S-MAC [32] can be classified into these two approaches.



Specifically, while the B-MAC approach is unstructured, Si5]
MAC sets up some weak notion of clustering during the
deployment, i.e., it uses a semi-structure.

Having a formal model that allows comparing these twpe]
schemes yields results that bear relevance to theoreticians
and practitioners alike, because they give concise and so
answers to the question which deployment algorithm should
be employed in a certain application scenario. Furthermore,
notice that our results also shed new light into the intriguingg
guestion whether and in which casesistering (as opposed
to unstructured solutions that do not require any maintenance
costs) is really worthwhile. This is of particular interest irhg]
view of the multiplicity of clustering algorithms proposed in

the recent literature, e.g., [5], [8], [15], [16], [29]. 20]
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